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ABSTRACT 
A technique for the synthesis of virtual views of a 

3D scene, starting from images taken by a calibrated 
multicamera system, is proposed and tested. 

Surface interpolation is performed over a set of 3D 
edges, computed with stereometric algorithms, and ad- 
ditional curvature-tuning points, scattered where the 
reflectivity model is sufficiently reliable. The 3D co- 
ordinates of the tuning points are computed by mini- 
mizing the MSE between the available real views and 
the corresponding synthetic views. Synthesis is finally 
carried out by reprojecting on the new image plane the 
estimated object surface over which texture-mapping 
of the reflection-corrected luminance function has been 
performed. Texture correction, which uses an estimate 
of a non-Lambertian reflectivity model, is done in such 
a way to simulate the migration of reflections due to 
the change of viewpoint. 

The technique has been tested on real images, pro- 
ducing realistic synthesized views. 

1. OVERVIEW 

The synthesis of arbitrary views from a set of images 
taken from different angles is a problem of particular 
interest in a number of applications such as virtual ob- 
ject manipulation (3D catalogs, tele-surgery, etc.) and 
3D television. 

Several strategies can be used for the synthesis of 
a missing view. In general, they can be divided into 
two large categories: those that operate an “interpola- 
tion” between the available views and those that first 
reconstruct the 3D object surface, and then reproject 
it onto the image plan of the “virtual” camera. The 
work we present here uses the second approach. In 
fact, we extract geometric (stereo correspondence) and 
radiometric (shading) information from the available 
views for 3D surface reconstruction, and then use the 
information on reflectivity and illumination for realistic 
rendering on the virtual camera. 

The complementary nature of stereo and shading 
has been discussed in several previous articles [3, 61. It 
is well known, in fact, that intensity correlation per- 
forms better on highly textured regions of the input 
images, whereas the accuracy of shading is higher on 
regions corresponding to  more regular surfaces. 

The information we use for reconstruction comes 
from a calibrated multicamera (trinocular) system. 
Stereometric matching is performed between edges, 
and triangulation allows us to locate such edges in a 
3D space with rather good precision. This procedure 
provides us with an irregular “mesh” of 3D details, but 
does not provide any clue about the local curvature of 
smooth surfaces, which is exactly the shape informa- 
tion that can be extracted from shading. 

Once the set of 3D edges and points is available, we 
can proceed with the construction of a first approxima- 
tion of the 3D object surface. Such a surface can thus 
be used for a preliminary estimate of the parameters 
of surface reflectivity and illumination and a measure 
of their reliability. We then use the reliability mask to 
rule out regions of the surface over which the reflectiv- 
ity model is not dependable and, by keeping only the 
reliable portions of the object surface, proceed with a 
refinement of the radiometric parameters. 

Shading is taken into account by introducing a set of 
curvature-tuning points, scattered inside the reliability 
mask of the radiometric model. The 3D coordinates of 
all tuning points are comput<ed by minimizing the MSE 
between the available real views and the corresponding 
synthetic views. A better approximation of the object 
surface is now possible by using both matched edges 
and tuning points. 

Last step of our technique for the synthesis of a 
virtual view is the rendering process, which takes into 
account the fact that reflections may depend on the 
position of the viewer. In fact, we reproject on the new 
image plane the estimated object surface over which 
texture-mapping of the reflection-corrected luminance 
function has been performed. Texture correction, which 
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uses a.ii eshia , tse  o f  a iioii-La ii1wrLiaii refleccivicy iiioclel, 
is done in such a. way as t,o siriiula.te t,lie niigra.tion of 
reflections due to t,he clia,rige of viewpoint. In otlier 
words, we modify the image texture through a com- 
pensation of the non-lambertian component followed 
by a simulation of the reflections that would be visible 
from the virtual viewpoint. 

2. RECOVERY OF 3D INFORMATION 
FROM STEREO 

Stereo matching techniques compute, through geomet- 
ric triangulation, the 3D coordinates of details that 
originate corresponding edges on two views. Since binoc- 
ular vision does not guarantee a unique determination 
of correspondences in a complex scene, we use a set 
of three cameras, as shown in Figure 1. Trinocular vi- 
sion, in fact, allows us to select the best pair of cameras 
for a specific correspondence between elements of two 
images and to validate this correspondence through a 
check on the third view [l]. 

T TP 

Figure 1: Trinocular camera system and virtual cam- 
era. 

Preliminary calibration is performed in order to es- 
timate intrinsic (focal length, optic distortion) and ex- 
trinsic (relative position of the cameras) parameters of 
the trinocular system [4, 71. The 3D edge positioning 
requires an accurate edge extraction from the three im- 
ages. This task is performed by a modification of the 
Canny edge detector [5]. In order to match correspond- 
ing edges, an improved version of a technique proposed 
by Ayache [l, 23 has been developed [7]. Once the cor- 
respondences have been found, the construction of the 
depth map can be easily performed through geometric 
triangulation. 

The final result of this system is an irregular set 
of 3D edges whose accuracy critically depends on the 
quality of the calibration procedure and whose density 
depends on the degree of smoothness of the surfaces of 
the scene. Highly textured objects, in fact, will produce 

3. SHADING-DRIVEN INTERPOLATION 

The set of 3D edges determined through stereo match- 
ing, is often too sparse for a reliable surface recon- 
struction. This happens especially when dealing with 
surfaces that are not very textured. For this reason, 
wherever a dependable reflectivity model is available 
aind the 3D edges are too sparse, we exploit the radio- 
metric properties of the surface and extract additional 
information from shading. 

The surface reflectivity of real images, besides de- 
pending on the direction of illumination, changes ac- 
cording to the viewing direction. Lambertian surfaces, 
in fact, are very rare, and specular reflections are prac- 
tically always present. For this reason we use a non- 
L ambertian radiometric surface description based on a 
model developed by Txrance and Sparrow [8]. The 
reflectivity function we use has the following form 

where 29i is the angle bl3tween surface normal and inci- 
dent light, 29,. is the angle between surface normal and 
viewing direction and a is the angle between the surface 
niormal and the plane corresponding to incident light 
and viewing direction. The first term represents the 
Lambertian component, the second term is the spec- 
ular reflection and the third one is an extra constant 
that we included to take diffused light into account. 

The above radiometric model allows us to describe 
realistic surfaces and illumination conditions. In fact, it  
is suitable for modeling diffuse and specular reflections 
produced by one dominant source of light combined 
with diffused light. Such a model is fully described by 
.4, K ,  D ,  cr and the direction of dominant light. 

Surface interpolation is performed over the previ- 
ously determined 3D edges and an additional set of 
curvature-tuning points. The tuning points are auto- 
matically allocated in t8wo steps: first a reliability mask 
is built for the reflectance model, and then the points 
are scattered inside the reliable areas in such a way not 
to lie close to matched edges. 

The 3D coordinates of the added points are com- 
puted through the minimization of a cost function. 
Since the ultimate goal is to synthesize virtual views, 
ithe cost function chosen to be the MSE between the 
available real views and the synthetic images in cor- 
responding position. The synthesis is carried out by 
using an estimate of a viewer-dependent reflectivity 
model. Notice that, since the reflectivity model is non- 
Lambertian, the minimization can be performed on all 
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available views, as each of them provides some extra 
information. 

4. RENDERING 

The synthesis of the virtual view is performed by us- 
ing both shape information and radiometric properties 
of the surface. Since the surface reflectivity is, in gen- 
eral, non-Lambertian, specular reflections can occur; 
this means that the surface luminance on the virtual 
view depends on the viewing direction. i n  fact, observ- 
ing a non-opaque curved surface from a moving view- 
point, we see that all reflections move accordingly. 

in  order to take this effect into account we first elim- 
inate the specular component of eq. 1 from the surface 
luminance map, then we add the specular component 
corresponding to the virtual viewing direction. Such 
an operation is possible as all parameters of the radio- 
metric model have already been estimated before the 
shading-driven interpolation. 

Texture map of the reflection-corrected luminance 
function is finally performed over the reconstructed 3D 
surface, and its reprojection onto the image plane of 
the virtual camera produces the desired view. 

5. TESTING AND RESULTS 

Tests have been performed on several real images. in  
Fig. 2a, one of the three views of the face of a dummy 
is shown. The correspondent reliability mask of the 
adopted non-Larnbertian reflectance model results as 
in Fig. 2b. The virtual viewpoints in Figs. 2c and d are 
intentionally chosen to be far away from the triangle of 
the three cameras (see Fig. 1). 

In order to measure the accuracy of the 3D recon- 
struction algorithm we also used a triplet of images of a 
ring-shaped portion of circularly symmetric Styrofoam 
smooth surface of known shape. The shading-driven 
interpolation of all matched edges produces a surface 
whose horizontal and vertical sections are shown in 
Figs. 3a and 3b, respectively. Fig. 3 shows how the 
curvature of the reconstructed surface (solid line) ap- 
proximates acceptably well the actual curvature (dot- 
ted line). In general, the accuracy of the 3D recon- 
struction depends on how well the reflectivity model de- 
scribes both surface and illumination conditions. How- 
ever, since the minimization is performed on the MSE 
between real and synthetic views, it is reasonable to 
expect that the synthesis of the virtual view will give 
rise to good results even when the accuracy of the re- 
construction is not very high. i n  Fig. 4 the actual view 
of the test shape and two virtual views, respectively, 
are shown. 

Figure 2: Reconstruction of the face of a dummy. Orig- 
inal image (a), reliability mask of the reflectivity model 
(b), virtual views (c,d). 

6. CONCLUSIONS 

We have presented a technique for the synthesis of vir- 
tual views from stereo correspondences and shading, 
using the output of a calibrated trinocular vision sys- 
tem. The key point of the method is the way texture 
mapping is performed before reprojection. In fact, a 
non-Lambertian reflectivity model of the surface is used 
for computing the luminance that would be seen from 
the virtual viewpoint. The obtained luminance map is 
the texture we map onto the surface before reprojec- 
tion. The method has been successfully tested on real 
images. 

Further improvements are currently being made on 
the above technique. in  particular, preliminary piece- 
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Figure 3: Section profile of a Styrofoam shape (dot- 
ted line) and its reconstruction (solid line). Horizontal 
section (a), vertical section (b) 

wise smooth segmentation of surfaces and a “smart” 
placement of curvature-tuning points are under study. 
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