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Abstract: The quality of 3-D reconstructions with multi-camera acquisition systems is strongly 
influenced by the accuracy of the camera calibration procedure. In fact, when acquiring a long 
sequence of views, mechanical shocks, vibrations and thermal gradients could cause a significant 
drift of the camera parameters. The authors propose a method for tracking the camera parameters 
and, whenever possible, correcting them accordingly. This technique does not need any a priori 
knowledge or test objects to be positioned in the scene, as it exploits natural scene features. The 
approach is based on accurate detection, matching and back-projection of luminance corners and 
spots in the scene space. Such features are then tracked over time to detect unexpected parameter 
changes or drifts, and to apply corrections to them. Experimental results on real sequences are 
reported in order to prove the effectiveness of the proposed technique. It is shown that changes in 
the calibration parameter are correctly detected and, when this happens, the camera system can be 
re-calibrated with an accuracy that increases with the number of tracked feature points. 

1 Introduction 

The problem of the 3-D reconstruction of objects from the 
analysis of a number of digital images has been long 
studied and the available solutions can greatly differ from 
each other depending on the application for which they are 
designed. Three main types of camera systems are usually 
considered: a single camera that freely moves around the 
scene acquiring images from different viewpoints, a set of 
two or more cameras mounted on a rigid frame that can 
move around the scene, or a fixed set of many cameras 
mounted on a rigid dome-like frame that surrounds the 
scene to be reconstructed. In the first case, the camera 
parameters (camera position and orientation, focal length, 
pixel size and lens distortion coefficients) must be esti- 
mated together with the 3-D scene description using the 
available images [l-31. Conversely, in the last case the 
position and the orientation of the cameras are fixed (the 
camera frame is not only rigid but is a fixed structure) and 
so are their intrinsic parameters [4]. This enables a separa- 
tion between the estimation of the camera parameters and 
the estimation of the 3-D scene shape, making it possible 
to calibrate only when the acquisition structure is set up. 
Indeed, while the main advantage of this approach is to 
allow the complete reconstruction of a dynamic scene, the 
invasivity of the acquisition structure represents its main 
drawback. 

In between such extreme cases is the portable multi- 
camera rig, whose camera parameters are also expected to 
be fixed [ S ,  61. Indeed, in this situation we can always 
decide to adopt an uncalibrated approach and jointly 
estimate camera parameters and 3-D scene shape. 
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However, the rigidity constraint between the positional 
parameters of the cameras suggests to us that it would be 
best to estimate them separately through calibration, 
together with the other intrinsic parameters. This operation 
is done by acquiring one or more multi-views of a 
calibration target-set, with targets of known shape and 
3-D location [7, 81. This way of decoupling camera 
calibration and 3-D scene reconstruction usually leads to 
a better estimation of the 3-D information compared to the 
single camera case, as the calibration is carried out on 
targets that are optimally scattered in the scene and whose 
shape is known beforehand, which makes their image 
detection and localisation far more accurate. All this, of 
course, is done at the price of a heavier acquisition system. 
One problem to be aware of, however, is that the stability 
of the initially estimated camera parameters can become 
critical when acquiring a long sequence of images. The 
camera calibration is, in fact, rather sensitive to mechanical 
shocks, vibrations and even thermal changes of both 
cameras and frame. This drift of calibration parameters 
can easily cause a significant 3-D reconstruction error, as 
the 3-D back-projection process is an ill-conditioned 
operation with respect to the camera parameters. To mini- 
mise the parameter drift, we could adopt a heavy and rigid 
camera frame, with a significant increment of cost. This, 
however, would make the acquisition system even more 
cumbersome to handle. A more reasonable solution is thus 
to try to detect and track any changes in the acquisition 
system and, if possible, to correct the camera parameters 
'on the fly'. This way the calibration will hold accurate 
throughout the whole acquisition session. 

In this article we will focus on calibrated multi-camera 
acquisition systems (particularly trinocular systems) and we 
will show how to detect camera parameter changes through 
the analysis of scene features. To achieve this goal, we will 
describe our approach based on detection, matching, back- 
projection (onto the object space) and tracking of natural 
point-like features. The method does not need any special 
test objects to be placed in the scene or any a priori 
knowledge about it, but exploits luminance features that 
are already present in the scene (e.g. corners and spots), 
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which are accurately localised on the image plane. The 
super-resolution localisation process is followed by a 
matching procedure that returns n-tuples (n being the 
number of cameras) of homologous feature points. The 
matched n-tuples are then back-projected onto the 3-D 
scene space. As any camera parameter change causes an 
unexpected back-projection error, meaning larger than the 
predicted error after pre-calibration, we can reveal and 
characterize incidental changes of the camera parameters 
through a proper analysis of the magnitude and the temporal 
behavior of the back-projection errors. We adopted and 
extended this idea in a rather straightforward fashion to 
correct the calibration parameters ‘on the fly’, whenever 
possible. Currently, our technique is able to correct the 
parameters in two possible ways, depending on the situa- 
tion. If the camera system remains still during the acquisi- 
tion session, then parameter re-calibration is done on the 
scene’s ‘fixed points’, otherwise the scene’s stable points are 
tracked and used to perform self-calibration, 

The proposed technique has been extensively tested on 
real sequences acquired with a trinocular camera system, 
with both simulated and real changes of the camera 
parameters, providing very encouraging results. In all the 
experiments we conducted the algorithm was able to 
correctly detect the camera parameters changes. Moreover, 
with all the typical parameter changes associated with 
accidental shocks, changes of focal length, etc., the algo- 
rithm was able to correctly quantify the parameter drift and 
re-calibrate the system. 

2 Camera models and camera calibration 

A camera model is defined as the set of mathematical 
relationships that link the 3-D co-ordinates of a point in the 
scene space to the 2-D co-ordinates of its projection on the 
acquired image. Such relationships can be defined in a 
number of different ways, as the literature shows. Among 
them, a distinction could be made between those that 
define an operator (e.g. a projection matrix) that links the 
co-ordinates of a 3-D point to the co-ordinates of its image 
projection using homogeneous co-ordinates [5, 9, lo], and 
those that define a model by directly using all the optical 
and geometric parameters of the camera [ 1 I]. The camera 
model that we adopted belongs to this latter group, which 
is represented in Fig. 1. This choice was motivated by our 
interest in assigning a precise physical meaning to each 
parameter that belongs to the camera model. This can be 
particularly useful when we need to straightforwardly use 
all the a priori information on the camera parameters. For 
example, if the adopted acquisition system uses a lens with 
nominal focal length of 16 mm, this information can be 

Fig. 1 Adopted camera model 
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effectively used to improve the reliability and the accuracy 
of the calibration procedure. Moreover, the adoption of a 
‘physical’ model allows us to directly and immediately 
judge the calibration results through a comparison between 
estimated parameters and our rough knowledge of the 
physical camera characteristics, such as position, orienta- 
tion, focal length, etc. 

A generic camera model is specified by a vector of 
parameters [7]: 

CP = [Y, 0, $, t,y, t y ,  t z , f ,  k ,  c,, c y ]  (1) 

whose first six elements are the extrinsic camera para- 
meters, i.e. the Euler angles that specify the camera 
orientations and the three world co-ordinates of the 
camera’s optical centre. The other (intrinsic) parameters 
are: the focal length, the lens distortion coefficients and the 
image location of the principal point, which is the inter- 
section between the optical axis and the image plane. Often 
only radial lens distortion is considered, in which case k 
(see eqn. 1) has only one or two coefficients [7]. It is 
important to notice that the pixel size is assumed as known 
[ 111. This is a reasonable assumption for most commercial 
digital cameras. When using an analogue CCD camera 
with known pixel size, however, we also need to know the 
ratio between pixel frequencies of the CCD sensor and the 
frame grabber. The optimal solution is to lock the frame 
grabber’s pixel clock to the internal pixel clock of the 
camera sensor [ 121. 

The estimation of the camera parameters is carried out 
through the analysis of views of a test object (calibration 
target-set). The target set usually consists of a set of 
fiducial marks, also called targets, positioned within the 
3-D volume that is being imaged by the camera system (see 
Fig. 2). 

A simple calibration approach can be used and trusted 
when the knowledge on the 3-D co-ordinates of the targets 
is complete and accurate. When, on the contrary, the 
information on the target positions is very little or 
absent, some self-calibration approach is used (see [7]). 

It is important to emphasise that the estimated para- 
meters of the acquisition system are expected to hold 
accurate only for measurements within the 3-D volume 
‘spanned’ by the specific calibration target-set [ 131. In fact, 
roughly speaking, the target-set plays the role of a training 
set for the simple calibration procedure, and therefore it 
should be chosen in such a way to be ‘statistically repre- 
sentative’ of the scene to be reconstructed. As a conse- 
quence, to achieve high accuracy in the calibration and in 
the 3-D reconstruction, it is important for the targets to 
properly ‘fill up’ the entire volume that will be later 
occupied by the object to be measured. 

ca 

camera 2 

camera 3 

Fig. 2 
A set offiducial inarks are placed in front of the acquisition system, to fill the 3- 
D scene space 

$pica1 calibration .setup,for a multi-camera system 
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From a practical standpoint, both simple calibration and 
self-calibration can be seen as a way of exploiting a large 
number of constraints that cumulate in a space made of a 
large number of co-ordinates. The constraint equations are 
those that force the projection of a target onto an image 
plane, computed through a camera model equation, to 
correspond to its actual image co-ordinates. In fact, the 
projection of a 3-D point onto an image plane gives rise to 
a pair of equations (one per image co-ordinate). It is 
customary (and advisable) to use a redundant number of 
fiducial points with respect to the number of unknowns, so 
that the model space will result in being overconstrained 
[111. 

In between the two extremes of traditional calibration 
and self-calibration there are solutions that work like self- 
calibration in less of a strict sense. For example, a rigid 
planar surface with circular marks is used as a target-set in 
[7], where the relative locations of the targets are only 
partially known. In that case, several views of the target-set 
are taken from unknown positions, so that the union of all 
targets fills up all the whole calibration volume. This idea 
can be pushed to the extreme of a simple bar with only two 
targets [14], which can be used for calibrating the acquisi- 
tion system through the analysis of a sequence of multi- 
views, acquired while the bar was moving throughout the 
calibration volume. 

3 Calibrated multi-view reconstruction 

A calibrated multi-camera system can be used for deter- 
mining the 3-D co-ordinates of scene features through a 
back-projection of their image location [SI; see Fig. 3. 
Because of the unavoidable localisation errors and the 
limited calibration accuracy, however, the optical rays 
associated with corresponding image features fail to meet 
exactly in one point (see Fig. 3), therefore the scene feature 
has to be localised as the point of minimum distance from 
three such rays [ 151. Indeed, the back-projection’s accuracy 
is strongly and directly influenced by the accuracy of the 
camera calibration. The influence of camera calibration on 
the reconstruction’s quality, however, can also be indirect 
as, due to the modelled nonlinear lens distortion, what 
ideally should be an epipolar line is warped into a curve of 
an amount that depends on the distortion parameters. We 
should not forget, in fact, that the distance between a point 

Fig. 3 Trinocular system, haclc-projection of correspondent image 
points (p, , p!, ,  p,.) to ident$$ the correspondent 3-0 point (P) 
We assume that the image co-ordinates have been corrected from lens distortion 
effects. For simplicity the image plane has been designed in front of the 
correspondent optical centre rather than behind these points. For each image 
point the corresponding epipolar line is drawn on the other images 
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and the epipolar line associated with its homologous is an 
index of accuracy of the calibration parameters, and the 
temporal tracking of the calibration’s accuracy is, in turn, 
of crucial importance if we need to guarantee a good 3-D 
reconstruction quality throughout a long acquisition 
session. 

4 Camera parameter tracking 

As already mentioned above, when using a calibrated 
multi-camera system, the correctness of the model para- 
meters can be evaluated by looking at the accuracy of the 
back-projection of stereo-corresponding image features. 
When a parameter drift (due, for example, to significant 
thermal changes or mechanical vibrations) or a sudden but 
modest parameter change (due, for example, to a mild 
mechanical shock) is detected, recalibration can be 
performed to correct our knowledge of the epipolar geome- 
try. To do so, feature localisation and tracking need to be 
performed throughout the acquisition session. Notice that, 
although well-localisable features can always be artificially 
added to the scene, it is usually preferable to use natural 
image features to minimise the invasivity of the acquisi- 
tion. Indeed, this is only possible if an accurate (sub-pixel) 
feature localisation technique is available. 

The strategy that we present in this Section is not strictly 
based on the assumption that there is temporal continuity 
in the images. As a matter of fact, we only assume that our 
multi-camera system acquires a number of still images 
from different (but not too different) viewpoints. In fact, 
the only continuity assumption that we rely on is in the 
calibration parameters, which may undergo a significant 
drift or be subjected to an abrupt change of modest entity. 
However, if the acquisition consisted of a video sequence, 
then the temporal continuity could be quite easily exploited 
in the determination of the feature correspondences, by 
adopting some feature tracking approach. 

The proposed parameter tracking technique consists of 
the following steps: 

(i) Pre-calibration - Aimed at determining the initial 
calibration parameters, the calibration approach that we 
adopt is based on a planar target-set [7, 161, although other 
types of calibration procedures can be employed instead. 
This choice requires the acquisition of a set of views of the 
target-set before the actual acquisition session begins. This 
preliminary acquisition could be avoided by running self- 
calibration on natural image features, provided that a 
sufficient number of them be available for this purpose. 
(ii) Feature detection and localisation - The natural 
image features that we consider are corners, as they can 
be well identified and localised and they are very likely to 
be viewer-independent. This allows us to reliably perform 
the initial feature matching [ 171 and track them throughout 
the acquisition session. 
(iii) Matching and backprojection - If we assume that the 
camera calibration is still fairly correct, we can help a 
correlation-based matching approach with epipolar 
constraints to determine the correspondences between 
image features. Matched points are then back-projected 
in the space to estimate their 3-D positions. 
(iv) Accuracy evaluation - The validity of the camera 
parameters is checked through the analysis of the back- 
projection accuracy, which describes how well correspond- 
ing optical rays intersect in 3-D space, as seen in Fig. 3. 
(v) Accuracy anaZysis - The temporal evolution of the 
back-projection accuracy is analysed in order to reveal an 
increment of the back-projection error that could likely 
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denote a change in the parameters of the acquisition 
system. 
(vi) Camera parameters update - If parameter correction 
is needed and an adequate number of accurately detected 
and matched image features is available, then camera re- 
calibration is performed. To do so, when the 3-D location 
of the image features is known (i.e. obtained when the 
system was still calibrated) and referenced to the current 
camera position by using the time feature tracking capabil- 
ities of the system, we use simple calibration. It is also 
possible to refine (or estimate) this 3-D information by 
using a self-calibration approach. 

4. I Feature extraction and matching 
The accurate detection of image features (to be used as 
control points) is often required in applications of 3-D 
reconstruction [ 171. Spot detection is encountered when 
dealing with features that have been artificially added to 
the scene, and can be performed through template match- 
ing [12]. The method that we developed for detecting 
features that are naturally present in the scene searches 
for vertices (crossings between edges that can be extracted 
from the luminance image profiles). Several approaches 
have been proposed in the literature for the extraction of 
this type of image feature, which can be broadly divided 
into two groups. Algorithms belonging to the first group 
are based on the extraction of luminance edges and on the 
detection of points of maximum edge curvature. The 
second group of algorithms works directly with a grey- 
level image. In general these techniques works on the 
analysis of the gradient and/or curvature of the surface 
that represents the shape of the luminance profiles (see [ 181 
for a review). 

In our work we have developed a corner detector that is 
an extension of the one proposed in [ 181 that belongs to the 
second class of algorithms. This choice is due to the fact 
that with this class of algorithm it is possible to estimate, 
with sub-pixel accuracy, the position of the feature points 
even if they are very localised. In fact, using the intersec- 
tion of straight line segments to locate vertex positions it is 
necessary that this segment will be very long to ensure 
high quality estimations. Normally, when we refer to a 
luminance corner or vertex, we consider intersection of 
edges with V, Y and T configurations as shown in Fig. 4. 

If we model the luminance transitions as smoothed (by 
means of a null phase filter) step edges, the vertex point is 
characterised by the fact that the Laplacian of the lumi- 
nance function is always zero independently of the specific 
configuration of the edges that meet in the vertex [19]. 
Furthermore, the Baudet operator 

has a relative maximum (in all directions) in the proximity 
of vertices and, when applied to a set of progressively more 
filtered versions of the image, the maxima can be shown to 
lie on a line that intersects the vertex point. Two such 
constraints can be used jointly for determining a vertex 
with super-resolution accuracy. To do so, it is possible to 
look for the zero-crossing of the Laplacian along the line of 
the maxima of the DET. In [18] the image is, at first, 
filtered with a low-pass two-dimensional Gaussian filter 
(f, j, which is optimal for an accurate edge detection in the 
presence of noise [20]. This filter can be seen as the 
separable product of two 1-D filters (in horizontal and 
vertical directions) which are characterised by an impulse 
response with standard deviation (scale factor) cl. After 
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Fig. 4 
C ,  corners; V, vertex points 

Definition qf corner.7 and vertex points 

filtering the image, the elliptical maximum (above a certain 
threshold) of the DET operator is determined. Then a 
heavier filtering c f 2 ,  with cr2 < e,) is applied to the original 
images in the proximity of the previously detected DET’s 
maximum, to determine its new location. At this point we 
can search for the Laplacian’s zero-crossing along the line 
that connects such two maxima, which corresponds to the 
image location of the corner/vertex. This process can be 
implemented in such a way as to achieve sub-pixel accu- 
racy. Some experiments have been carried out in the 
literature to determine the filters to be used for best 
performance. What was found was that, to extract a 
significant number of feature points, the magnitudes of 
e, and c2 must be kept modest. This, however, turns out to 
limit the achievable sub-pixel localisation accuracy of the 
algorithm. 

To overcome this difficulty, we consider four different 
DET’s maxima for each corner, which correspond to four 
differently filtered versions of the image. The search for the 
Laplacian’s zero crossing can thus be limited to the line of 
collinearity of such maxima, determined through linear 
regression. The sub-pixel co-ordinates of each maximum 
are determined using quadric interpolation about the pixel 
position of the maximum. Interpolation is performed over a 
grid of 3 x 3 samples as larger regions would not improve 
the result due to the very complex profile of the DET in the 
proximity of a vertex. To determine the exact location of 
the Laplacian’s zero-crossing along the line of maxima, we 
adopt a polynomial approximation of a Laplacian’s I-D 
profile. Furthermore, to reduce the impact of the noise, 
instead of computing the Laplacian of the original lumi- 
nance profile, we use the most mildly Gaussian-filtered 
version of this profile [18]. 

One important aspect to consider when implementing a 
high-accuracy corner detector is the isotropy of the spectral 
response of the acquisition system. As a matter of fact, it 
often happens that the cameras exhibit different spectral 
characteristics in the horizontal and the vertical directions. 
The acquisition system used for this work, for example, 
was based on a set of three black-and-white CCD cameras 
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Fig. 5 $pica1 luniinance profiles associated with horizontal and 
vertical edges 
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(Sony XC77CE) of standard TV resolution, connected to a 
frame grabber. Fig. 5 shows the luminance profiles, as 
generated by our camera system, when imaging an abrupt 
luminance transition in the vertical and the horizontal 
directions. As we can see, the horizontal profile (vertical 
edge) turns out to be smoother compared with the vertical 
one (horizontalsedge). This difference in bandwidth, which 
is to be attributed to the fact that scan lines are subject to 
analogue filtering in the camera circuitry [21], can cause a 
significant reduction in the localisation accuracy of the 
corner/vertex. One simple way to avoid this problem is to 
use different scale factors in the horizontal and vertical 
Gaussian filters. 

To quantify the accuracy of our corner extractor, we 
conducted a number of experiments on images acquired by 
a well calibrated trinocular system based on TV-resolution 
cameras. After feature detection, we selected a number of 
stereo-corresponding corners/vertices on the three images. 
From the detected image co-ordinates of two correspond- 
ing points, we predicted the location of the homologous 
point on the third image using calibration information. The 
difference between detected and predicted image locations 
of the homologous feature point on the third image was 
taken as a quality descriptor of our vertex/corner extractor. 
We obtained the best results using the following para- 
meters: oh, = 1.8 pixels, oh2 = 1.5 pixels, oh3 = 1.2 pixels, 
6 h 4  = 0.9 pixels, ov, =2.1 pixels, oV2 = 1.8 pixels, 
oV3 = 1.5 pixels and oV4 = I .2 pixels, where the subscripts 
h and v denote horizontal and vertical filtering, respec- 
tively. As we can see, the vertical spread factors ov are 0.3 
pixel wider than the corresponding horizontal ones. The 
corner deviations that we obtained with the above para- 
meters are 0.15-0.2 pixels. 

Fig. 6 shows the various steps of our corner localisation 
algorithm, while Figs. 7 and 8 show the results of our 
feature extractor on two typical images acquired with our 
trinocular system. 

Once the features are correctly extracted, we can apply 
an n-partite matching algorithm to automatically determine 
the stereo-corresponding n-tuples [22]. The matching 
criterion is based on the similarity of the local luminance 
profiles (correlation-based matching) [ 171. The epipolar 
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Fig. 6 
Circles denote detected sub-pixel locations of DET’s maxima; closed curves are 
Laplacian’s zero-crossings; white square denotes pixel location of corner; star 
denotes its sub-pixel location as detected by the algorithm 

Zoomed-in details in neighbourhood of a liiniinance corner 

Fig. 7 
Original view (left) and detected feature points (right) 

Example of application of our corner detector 

Fig. 8 
Original view (left) and detected feature points (right) 

Exaniple of application of our corner detector 

geometry defined by the current calibration is used only to 
reduce the search space for corresponding features, as is 
cannot considered as reliable. In fact, if we consider a 
feature point on one image, the corresponding features on 
the other views are searched for in wide regions surround- 
ing the epipolar lines. 

4.2 Analysis of back-projection’s quality 
Ideally, stereo-corresponding visual rays should meet 
exactly in one point in 3-D space (see Fig. 3). However, 
problems of inaccuracy in the camera calibration para- 
meters and in the feature localisation, together with 
problems of noise in the available images, prevents this 
from happening. If we keep track of how ‘close’ the visual 
rays are to intersecting each other, we can detect unex- 
pected changes in the position/orientation of the cameras. 
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To do so, an ‘accuracy index’ is computed from the back- 
projection error (average minimum distance between visual 
rays) associated with each matched n-tuple of points (in 
our experiments, triplets of points). For each acquisition 
time, the statistical distribution of the back-projection error 
over the matched n-tuples and the temporal evolution of 
the global ‘accuracy index’ are analysed to reveal any 
anomalous increment of these indexes that could very 
likely denote a change in the system parameters. 

4 .3  System re-calibration 
When a parameter change is detected, re-calibration is 
triggered. To do so, some sort of temporal tracking of 
the image features can be of help. What we do is to first 
perform corner extraction on all available still pictures. 
Correspondences between features are then determined 
between consecutive stills of the same camera, using a 
correlation-based approach. We consider the luminance 
profile within a square region (typically 8 x 8 pixel) 
centred on a corner of the previous image, and look for 
the homologous region in a given search area of the current 
image, still centred on the same feature. As we can see, the 
temporal correspondences are determined using an 
approach that is quite similar to that used for the determi- 
nation of correspondences between features of simulta- 
neous views. Some congruence checks, however, are in 
order: 

(a) Consistency: The displacements of all corners between 
consecutive views of the same camera must be consistent. 
This means that the motion vectors must agree with a 
single model. Our choice of motion model, which is 
adequate for describing pan and zoom displacement [23], 
is as follows: 

x, = q - 1  + a + /3xn-1 

where (xnP1, y n - l )  and ( xn ,  y,,) are the co-ordinates of a 
feature on the previous and current images, respectively, 
while E, p, y are the model parameters. The motion 
parameters of this model can be estimated through linear 
regression [24] on the feature displacements. This estima- 
tion process is made particularly robust by a phase of 
elimination of the ‘outliers’ from the list of the tracked 
features, which are those displacement vectors that 
disagree with the estimated model. Should the number of 
‘inliers’ become insufficient, the tracking would be 
declared as unreliable. 
(b)  Smoothness: If a n-tuple of features is declared as 
stereo-corresponding at a certain time instance, then the 
tracked features at the next time instance is taken as stereo- 
corresponding. 
(e) Rigidity: The distance between tracked and back- 
projected features must be preserved, otherwise the track- 
ing is restarted. 

As far as the re-calibration process is concerned, two 
different situations are here considered. The first and 
simplest scenario is based on the assumption that the 
camera system is not subjected to a significant rigid 
motion with respect to the scene throughout the acquisition 
session. Therefore, in the first part of the acquisition 
session, some features whose 3-D back-projections 
appear as stable in time are automatically selected and 
used as control points. These are the candidate points to be 
used as primary 3-D targets for parameter correction (re- 
calibration), When a parameter change is detected, the 
entire current set of matched n-tuples of image features 
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is used for recovering the new camera parameters. Depend- 
ing on the available knowledge of the 3-D position of the 
matched points, the algorithm adopts either a calibration or 
a self-calibration approach. More precisely, if the time 
tracking of the image features worked correctly (as it 
normally occurs), then the 3-D positions of the primary 
targets and of the other features present on the current 
images, and whose positions have been well estimated at 
the previous time instances (when the system was cali- 
brated), are used as inputs for a calibration procedure like 
the one used before the beginning of the image acquisition 
[7]. Obviously the primary targets have more weight in the 
calibration process with respect the other considered 
features. Moreover, the calibration process is speed-up by 
the fact that the new camera parameters are not searched 
from scratch, but from the values that they had before the 
detected change. If, on the contrary, due to problems in the 
feature temporal tracking (for example caused by signifi- 
cant changes in the scene illumination), no reliable infor- 
mation is available about the real 3-D positions of the 
features matched among the images available at the current 
time instance, then a self-calibration approach [3, 71 must 
be used to update the camera parameters. Self-calibration 
allows us to simultaneously determine the camera para- 
meters and the 3-D positions of the fiducial points, but it is 
not a completely ‘blind’ procedure. In fact, also in this 
case, the new camera parameters can be searched for 
starting from the previously available values. This corre- 
sponds to assuming that it is important to be able to 
recalibrate the system without interrupting the acquisition 
session, provided that changes in camera position, orienta- 
tion or focal length are of modest magnitude. This guar- 
antees that self-calibration will not turn out to be ill- 
conditioned, although the system performance will be a 
bit worse than with simple calibration. 

The second scenario is the one in which the camera 
undergoes a significant rigid motion. A typical example is 
the one in which the entire camera system is mounted on a 
dolly and moved around the scene. The situation, in this 
case, is slightly more complex, as each image acquisition 
corresponds to a different set of camera parameters. 
However, since the motion estimation of the multi- 
camera system between consecutive acquisitions [25] is 
separate from the calibration, the changes of positional 
parameters that we need to analyse are the relative displa- 
cements between cameras. Once again, the procedure for 
the detection of the parameter changes and for the system’s 
recalibration is very similar to the one proposed in the 
previous sub-sections. As seen with the first scenario, time- 
tracking of the feature points can be of help in ensuring 
better performance. Obviously, when the camera system 
moves, some features that are visible in the current n-tuple 
of views could disappear in the next one, and new features 
could appear. In this case, the primary targets used with a 
fixed camera system become useless, and therefore the 
algorithm must be able to deal with these situations. 

5 Experimental results 

To validate the proposed technique, we tested it with two 
different trinocular systems. The first test was conducted 
with an acquisition system based on three Sony DCX950 
TV-resolution colour cameras, each with a 112’’ 3-CD 
sensor. The cameras were mounted on a rigid frame at 
the vertices of a triangle with a baseline of 800 mm and the 
other two sides of - 500 mm. The volume to be calibrated 
was about - 2 m wide, 1.5 m deep and 1.5 m tall, placed at 
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an average distance of 2 m  from the camera set. To 
precalibrate this camera setup, we used a high-quality 
target-set, made of a grid of 29 x 20 fiducial points (centres 
of black circular stickers with a radius of 12.5 mm), placed 
on the surface of an aluminium 'wafer' with honeycomb 
structure (for improved rigidity and light weight). The 
exact world co-ordinates of the targets had been measured 
through classical photogrammetric methods (whose accu- 
racy was better than 0.1 mm). 

The second test was performed with a low-cost system 
based on three B/W Sony XC77CE cameras, with 
2/3 CCD sensors, and a nominal focal length of 16 mm, 
placed on a rigid frame at the vertices of a triangle that was 
approximately 40 cm tall and had a baseline of - 60 cm. 
We considered a scene volume of - 60 x 60 x 60 cm, 
placed at an average distance of -80cm from the 
camera set. In order to pre-calibrate this camera system, 
we used an inexpensive target-set made of a printed paper 
sheet glued on a flat 60 x 60 cm surface. The targets were 
nominally positioned at the cross-points of a square grid 
with a step size of 40" and the extracted image co- 
ordinates were those corresponding to the centres of the 
circular dots. 

As the images were collected by a PC through a frame 
grabber, this second system had an acquisition frame-rate 
of about on image triplet every 15 s. Conversely, the first 
camera system was connected to digital video recorders, 
and therefore the frame rate was up to 25 frames per 
second. In Figs. 7 and 8, two examples of scenes consid- 
ered for the experiments are shown. The first scene was 
acquired with the low-cost B/W trinocular system, while 
the second scene was acquired with the colour camera 
system. Fig. 9 shows the features with which a reliable 
stereo-correspondence is detected at a certain time 
instance. 

Two types of tests have been performed on the acquired 
trinocular sequences: in the former case some calibration 
parameters are artificially modified at a certain time 
instance to simulate the effects due to a change of the 
acquisition set-up characteristics (geometrical and/or opti- 
cal). In the latter case, during the acquisition of the 
sequence, the camera set-up is physically modified, by 
changing the relative pose of the cameras on their rigid 
frame and by slightly changing their focal length. In both 

Fig. 9 
been identified at a certain time instance, denoted by crosses 
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Image features for which a ste~eo-correpon~~ence match has 

Table 1: Results of the analysis of the 3-D back-projection 
errors relative to the trinocular system using TV-resolu- 
tion B/W cameras 

~ _____ ~ ____ 

Calibration method Mean BP Std. dev. - BP 
error, m m  error, mm 

Standard calibration 0.0520 0.0240 

Recali bration 0.1020 0.0401 

Self-calibration 0.1016 0.0400 

cases the parameters of only one camera had been modi- 
fied; more specifically, the orientation angles had been 
changed by - 2-3", while a change of - 2-3% had been 
introduced on the focal length. 

The results achieved show that, in both cases, the system 
was able to immediately detect the changes in the camera 
parameters. This was revealed by a significant increase in 
the average accuracy index. It is worth noticing that the 
number of matched points was not significantly reduced by 
the parameter change, and therefore we could use most of 
the matched points as fiducial points and correct the 
calibration parameters using such points. To test the 
accuracy of the corrected calibration parameters, a new 
feature matching was performed and the accuracy index 
was again evaluated and compared with the initial one. The 
3-D back-projection errors relative to the trinocular system 
that uses B/W cameras are collected in Table 1. The back- 
projection errors are here written in the form of average 
errors (on the considered image triplet) and of standard 
deviations. The first row of the table shows the results that 
are obtained with a standard calibration, which is 
performed using an ad hoc target structure (see [7]); the 
second row shows what happens after system recalibration, 
which is possible when 3-D information on the 'natural 
target points' is available; finally, the third row corresponds 
to self-calibration, which is applied when no information 
on the features is available. These results confirm that the 
accuracy of the corrected parameters is comparable with 
that of the original calibration in both cases of re-calibra- 
tion and self-calibration. Moreover, self-calibration is able 
to achieve slightly better results than re-calibration, 
because the greater degree of freedom of the self-calibra- 
tion is exploited in the final part of the search of the best- 
fitting solution, which often leads to a better minimum. 

6 Conclusions 

In this paper we have proposed a technique for tracking the 
camera parameters through the analysis of luminance 
features that are naturally present in the scene. The 
method is based on sub-pixel feature localisation, followed 
by feature matching. The accuracy of the back-projection 
of homologous features onto the 3-D space is used as an 
index of quality for deciding whether or not to proceed 
with the correction of the parameters of the acquisition 
system. 

The proposed technique was proven effective through 
tests performed on real sequences acquire with trinocular 
camera systems. Successful experiments were conducted 
with both simulated and real camera parameter drift, 
proving the method suitable for adaptive calibration. 

Further research is being conducted to improve the 
performance of the accurate feature detection strategy 
and add features of different nature. We are also focusing 
on self-calibration without any calibration target-set. 
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