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ABSTRACT

Motion Compensated Temporal Filtering (MCTF) has proved to be
an efficient coding tool in the design of open-loop scalable video
codecs. In this paper we propose a MCTF video coding scheme
based on lifting where the prediction step is implemented using
PRISM (Power efficient, Robust, hIgh compression Syndrome-
based Multimedia coding), a video coding framework built on dis-
tributed source coding principles. We study the effect of integrat-
ing the update step at the encoder or at the decoder side. We show
that the latter approach allows to improve the quality of the side
information exploited during decoding. We present the analyti-
cal results obtained by modeling the video signal along the mo-
tion trajectories as an AR(i) process showing that the update step
at the decoder allows to half the contribution of the quantization
noise. We also include experimental results with real video data
that demonstrate the potential of this approach when the video se-
quences are coded at low bitrates.

1. INTRODUCTION

Robust scalable video coding has become an important problem in
light of recent proliferation of multimedia applications over wire-
less and heterogeneous networks. In fact the wireless medium re-
quires robustness to channel losses. At the same time scalability
is important in many applications like multicast, surveillance and
browsing. Providing a scalable video stream together with superior
resilience to packet losses can be useful for example in broadcast-
ing a set of heterogeneous mobile receivers having varying com-
putational and display capabilities.

Motion Compensated Temporal Filtering (MCTF) has been
widely used in the design of scalable video codecs [2]. Both DCT
[I0] and wavelet based [II] video coding architectures recently
considered by the MPEG AdHoc group on Scalable Video Cod-
ing adopt MCTF in order to reduce temporal redundancy. In this
paper we show how we can combine MCTF with PRISM [3, 4],
a video coding framework that builds on distributed video coding
principles. The PRISM codec is inherently robust to losses in the
bit-stream and significantly outperforms standard predictive video
coders for transmission over channels characterized by a signifi-
cant packet loss probability. While the PRISM framework allows
for a flexible distribution of the motion search task between the en-
coder and the decoder, in this work we will focus on the case when
most of the motion estimation task is performed at the decoder.
This is of particular relevance to the emerging "uplink" multime-
dia applications (such as users streaming from their cellphones).
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In our earlier work [14] we considered robust spatial and tem-
poral scalability based on the PRISM framework whereas [9] dis-
cusses SNR scalability. Recently, video codecs based on distrib-
uted source coding with scalability properties have been proposed
in [8, 12, 13]. However these codecs target SNR scalability. On
the other hand this paper addresses one specific aspect related to
the robust delivery of scalable video content since we focus on
the integration of PRISM into a MCTF scheme. More specifically
we study how to take advantage of the update step in a distributed
source coding based framework showing the benefits of moving
this task at the decoder side.

2. BACKGROUND ON PRISM

The PRISM video coder is based on a modification to the source
coding with side-information paradigm, where there is inherent
uncertainty in the state of nature characterizing the side informa-
tion (a sort of "universal" Wyner-Ziv framework, see [6] for de-
tails). The Wyner-Ziv Theorem [1] deals with the problem of
source coding with side-information. The encoder needs to com-
press a source X when the decoder has access to a source Y. X
and Y are correlated sources and Y is available only at the de-
coder. From information theory we know that for the MSE distor-
tion measure and X = Y + N where N has a Gaussian distrib-
ution, the rate - distortion performance for coding X is the same
whether or not the encoder has access to Y [1]. For the problem of
source coding with side information, the encoder needs to encode
the source within a distortion constraint, while the decoder needs
to be able to decode the encoded codeword subject to the noise be-
tween the source and the side-information. For the PRISM video
coder [3, 4], the video frame to be encoded is first divided into
non-overlapping spatial blocks of size 8x8. The source X is the
current block to be encoded. The side-information Y is the best
(motion-compensated) predictor for X in the previous frame and
let X = Y + N. We first encode X in the intra-coding mode
to come up with the quantized codeword for X. Now, we do the
syndrome encoding, i.e., we find a channel code that is matched
to the noise N, and use that to partition the source codebook into
cosets of that channel code. Intuitively, this means that we need
to allocate a number of cosets (therefore a number of bits) that
is proportional to the noise variance. Such noise can be mod-
eled as the sum of three contributions: "correlation noise", due
to the changing state of nature of the video sequence (illumina-
tion changes, camera noise, occlusions), quantization noise, since
the side information available at the decoder is usually quantized,
and channel noise due to packet losses that might corrupt the side
information. The encoder transmits the syndrome (indicating the
coset for X) and a CRC check of the quantized block. In contrast
to MPEG, H.26x, etc., it is the decoder's task to do motion search,
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as it searches over the space of candidate predictors one-by-one to
decode a block from the set labeled by the syndrome. When the
decoded block matches the CRC check, decoding is declared to be
successful. For further details please refer to [4].

Robustness Characteristics of PRISM: The key aspect here
is that PRISM does not use the exact realization of frame (N - 1)
while encoding blocks in frame N, but only the correlation statis-
tics. Note that if the decoder does not have frame (N - 1) (or a
part of it) due to channel loss, it might still have blocks from frame
(N - 2). If the correlation noise between any of these blocks and
the current block is within the noise margin for which the syn-
drome code was designed the current block can be decoded. In-
formally speaking, PRISM sends specific bit-planes of the current
block, unlike predictive coders which send information about the
difference between the block and its predictor. Consequently, in
the PRISM framework, every time a block can be decoded, it has
the same effect as an "intra-refresh" (irrespective of any errors that
may have occured in the past). On the other hand, for predictive
coders, once an error occurs the only way to recover is through an
intra-refresh.

3. BACKGROUND ON MCTF

Motion Compensated Temporal Filtering (MCTF) iteratively de-
composes the input sequence into a set of temporal subbands. If
there is temporal correlation most of the energy will be concen-
trated into the low-pass temporal subbands. MCTF is usually per-
formed taking advantage of the lifting scheme. This technique en-
ables to split direct wavelet temporal filtering into a sequence of
prediction and update steps in such a way that the process is both
perfectly invertible and computationally efficient. In the simple
example of Haar filters, the input frames are recursively processed
two-by-two, according to the following formulas:

ht = 1X[t - 14 StX (Xt-i))] (1)

it = d" Sxt-i + Wx <St-l (ht) (2)
Where Wx1-I, x (.) is a motion warping operators that warps
frame xt-1 into the coordinate system of frame xt. These two
lifting steps are then iterated on the low-pass subbands It such that
for each GOP we end up with only one low-pass subband. The
prediction step is the counterpart of motion compensated predic-
tion in conventional closed loop schemes. The energy of frame ht
is lower than the original frame, thus achieving compression. On
the other hand the update step can be thought as a motion compen-
sated averaging along the motion trajectories: the updated frames
are free from temporal aliasing artifacts and at the same time It re-
quires fewer bits for the same quality than frame xt- 1 because of
the motion compensated denoising performed by the update step.

Fig. 1. The input sequence is modelled as an AR(1) process along
the motion trajectories. p and Zt account for the 'correlation noise'
whereas the quantization noise qt is added out of the loop

respect to what stated in Section 2, aZ represents the "correlation
noise" term. PRISM encoding can be thought as being performed
in intra mode but at a rate that approaches inter mode. For this
reason the quantization noise can be modelled as added out of the
loop:

Xt = Xt + qt = pxt-i + zt + qt (4)
Figure 1 gives a pictorial representation of the signal model we are
assuming in this paper.

5. MCTF BASED ON PRISM

The key idea is to combine PRISM encoding with MCTF. The first
step consists of replacing the lifting prediction step with PRISM
encoding. In other words, instead of computing and encoding
frame ht we encode frame xt directly using PRISM. By doing this
we are performing intra coding of xt at a rate that approaches the
bits that would be spent for ht (i.e. inter mode encoding). In the
following we analyze three coding schemes that can be adopted,
according to whether and where we perform the update step:

- update step skipped
- update step at the encoder side
- update step at the decoder side

5.1. Update step skipped

If the update step is skipped, the integration of PRISM into the
MCTF scheme is rather trivial, since we are simply revisiting the
encoding order. As shown in Figure 2 for a GOP size equal to 8,
we start encoding frame xo in intra mode. Then we encode frame
X4 using xo as side information, frames X2 and X6 using frame
xo and X4 respectively as side information, etc. As PRISM needs
to estimate at the encoder side the correlation noise between the
encoded block and the best predictor that will be observed at the
decoder, we collect off-line different statistics based on the tem-
poral distance of the frame to be encoded and its side information.

4. VIDEO SIGNAL MODEL

In the rest of the paper we model the video source xt (n) as a auto-
regressive process of order 1 along the motion trajectories. For the
sake of simplicity we will consider a ID signal as the evolution of
the sequence along time:

xt = pxt-1 + Zt, E[xizj] = O Vi < j (3)

We recall that this process is identified by the correlation coeffi-
cient p and the source power x since oZ2 = (1 p2) o:. With

5.2. Update step at the encoder side

The PRISM framework allocates bits at the encoder based on the
estimate of the noise that the decoder will observe between the
block to be decoded and its side information, i.e. the best motion
compensated predictor. We might use the update step as a way
of reducing such a noise, therefore reducing the allocated rate. A
straightforward implementation consists of performing the com-
plete MCTF decomposition iterating prediction and update then
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Fig. 2. Prediction step is replaced by PRISM encoding. The ar-

rows point from the frame to be encoded to the frame used as side

information

encoding xt using It instead of xt-1 as side information. The
reason for doing this is that xt is obviously more correlated to It
than to xt-1, as the former can be rewritten as a temporal aver-
age between xt-1 and xt. If we restrict our analysis at the first
temporal decomposition level, we need to send both xt (encoded
with PRISM) and It (intra coded). Although this approach seems
to be promising at first, there are two main drawbacks that make it
unpractical:

* the update step make sense only when we are able to com-
pute a good motion model. It can be shown that when the
motion model fails the update step introduces ghosting ar-
tifacts in the low-pass frames and reduces the coding effi-
ciency. As we are assuming low-complexity encoding, we
have access to a very coarse motion model at the encoder,
whereas the motion search task is carried out at the decoder
side

* the temporal transform we are implicitly computing is not
orthogonal. For this reason the quantization noise is spread
unevenly in the reconstructed frames, causing large PSNR
and subjective quality fluctuations. Let us assume that the
decoder reconstructs correctly it and sit, the quantized co-
pies of It and xt respectively. The update step has to be
inverted in order to reconstruct ht- 1:

t- -"it -i 51r2,It-t (5)

If we assume that the quantization noise in it and ,Ct are
uncorrelated, the quantization noise in hct- 1 turns out to be:

2(t- 1) = 2o1 (it) + oq1G(t) > oqG(t) (6)

From the previous formula we can conclude that the de-
coded sequence exhibits large quality fluctuations. In order
to reduce this annoying effect we should reduce aq2 (It) but
this can be done only by increasing the bit budget allocated
to It. Furthermore these fluctuations tend to be amplified as
we iterate MCTF on the low-pass frame output of the first
temporal decomposition. We can conclude that the effect
of performing the update step in this scenario has the same
consequences as skipping the update step in a conventional
lifting scheme, since in this case also we are forcing the
temporal transform to being not orthogonal.

5.3. Update step at the decoder side

In order to overcome the limitations addressed in the previous sec-
tion, we moved the update step at the decoder side. The idea here
is two-fold:
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Fig. 3. Decoder side update. Frame xo is updated along the motion
trajectories with frame X2 before being used as side information
for decoding xi

- in a low-complexity encoder scenario, it makes sense to perform
the update step at the decoder, since we have access to a better
motion model.

- in a distributed source coding based scheme we are encouraged
to do whatever we can in order to improve the quality side in-
formation or, in other words, to increase the correlation between
the block to be decoded and the side information that is available
at the decoder

In light of these statements, the decoding process proceeds as fol-
lows (see Figure 3):

- intra decode frame s0o
- PRISM decode frame sC2 using siO as side information. During
decoding the motion model WX0-÷2 (H) is obtained

- Invert and refine the motion model computing WX2-÷0 ()
- create the new side information by updating frame xo:

A y + WX2<o=(- ) (7)

The update step carried out as the last step in the previous process
allows to denoise the side information before being used. Note that
we are encouraged to use non-linear operators in order to reduce
ghosting artifacts introduced by the update step when the motion
model is not reliable as suggested in [7]. We can prove using the
video signal model introduced in Section 4 that the update step at
the decoder reduces by half the contribution of the quantization
noise. In fact:

_t-_1-)2] 2(1 _p)o 2+ Sq2

E[(xt 2(1 p)(3 _
where:

ht-l + wxt+l <t-l (tt+l±)

(8)

(9)

(n
yt-l - 2 aIto

In order to derive equations (8) and (9) in close form we neglected
the contribution of some cross terms between the quantization and
the correlation noise that are not strictly zero. Nevertheless we car-
ried out some simulations in order to validate this simplification.
We concluded that for signal-to-noise ratios greater than 15dB the
the accuracy of the model is not affected. Figure 4 shows both
the analytical expressions and the empirical values obtained in our
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Fig. 4. The solid lines represent the right hand side of equations
(8) and (9), computed in closed form neglecting some cross terms
involving Zt and qt. Dashed lines are the simulations obtained
computing directly the left hand side of (8) and (9)

on sample data

simulations of (8) and (9) for different values of p and SNR equal
to +20dB. We can observe that as p tends to one, the first term in
equations (8) and (9) goes to zero and the quantization noise tend
to dominate. By performing the update step at the decoder the
quantization noise term is halved. The encoder can take advantage
of this observation when allocating the bit budget, reducing the rate
while achieving the same distortion and keeping the probability of
decoding error unchanged.

6. EXPERIMENTAL RESULTS

Based on the analytical results obtained in the previous section,
we carried out some simulations on real video sequences. We im-
plemented a MCTF temporal pyramid where the prediction step is
replaced by PRISM encoding. We set the GOP size equal to 16.
In the current implementation we adopt a closed GOP structure for
the update step. For this reason the temporal subbands at the GOP
boundaries cannot take advantage of the update step (i.e. frame
X3 in Figure 3). Only 12 out of 15 frames have access to an im-
proved side information. Moreover, only a subset of the blocks in
each frame is encoded in PRISM mode. In addition to this, the
update step is adaptively disabled on a block-by-block basis when
the encoder estimates a weak correlation with the side information
available at the decoder. In fact when the motion model fails the
update step is disabled in order to avoid ghosting artifacts. Figure
5 shows the PSNR as a function of the bitrate for the Football se-
quence. It can be noticed a slight PSNR improvement when the
update step is used at the decoder. Note that the gain is higher at
lower bitrates, because the effect of quantization noise tends to be
more relevant, as suggested by our analytical model.

The proposed scheme inherits the robustness features of the
PRISM codec. Although not reported in this paper for lack of
space, experiments performed simulating a noisy channel demon-
strate that a gain of up to +6dB can be achieved with respect to con-
ventional predictive codecs such as H.264/AVC or H.263+, even
when forward error correcting codes (FEC) are used [14].

7. CONCLUSIONS

Fig. 5. Football - QCIF@ 15fps

ciples. We focused on the integration of the update step showing
that benefits can be obtained when this task is moved at the decoder
side. We are currently working on extending MCTF to longer fil-
ters than Haar (i.e. 5/3 filters) using our distributed source coding
scheme.
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