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We describe a fully scalable wavelet-based 2D+t (in-band) video coding architecture. We propose new coding tools specifically
designed for this framework aimed at two goals: reduce the computational complexity at the encoder without sacrificing compres-
sion; improve the coding efficiency, especially at low bitrates. To this end, we focus our attention on motion estimation and motion
vector encoding. We propose a fast motion estimation algorithm that works in the wavelet domain and exploits the geometrical
properties of the wavelet subbands. We show that the computational complexity grows linearly with the size of the search window,
yet approaching the performance of a full search strategy. We extend the proposed motion estimation algorithm to work with
blocks of variable sizes, in order to better capture local motion characteristics, thus improving in terms of rate-distortion behavior.
Given this motion field representation, we propose a motion vector coding algorithm that allows to adaptively scale the motion
bit budget according to the target bitrate, improving the coding efficiency at low bitrates. Finally, we show how to optimally scale
the motion field when the sequence is decoded at reduced spatial resolution. Experimental results illustrate the advantages of each
individual coding tool presented in this paper. Based on these simulations, we define the best configuration of coding parameters
and we compare the proposed codec with MC-EZBC, a widely used reference codec implementing the t+2D framework.
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1. INTRODUCTION

Today’s video streaming applications require codecs to pro-
vide a bitstream that can be flexibly adapted to the charac-
teristics of the network and the receiving device. Such codecs
are expected to fulfill the scalability requirements so that en-
coding is performed only once, while decoding takes place
each time at different spatial resolutions, frame rates, and bi-
trates. Consider for example streaming a video content to
TV sets, PDAs, and cellphones at the same time. Obviously
each device has its own constraints in terms of bandwidth,
display resolution, and battery life. For this reason it would
be useful for the end users to subscribe to a scalable video
stream in such a way that a representation of the video con-
tent matching the device characteristics can be extracted at
decoding time. Wavelet-based video codecs have proved to
be able to naturally fit this application scenario, by decom-
posing the video sequence into a plurality of spatio-temporal
subbands. Combined with an embedded entropy coding of
wavelet coefficients such as JPEG2000 [1], SPIHT (set par-
titioning in hierarchical trees) [2], EZBC (embedded zero-
block coding) [3], or ESCOT (motion-based embedded sub-
band coding with optimized truncation) [4], it is possible to
support spatial, temporal, and SNR (signal-to-noise ratio)

scalability. Broadly speaking, two families of wavelet-based
video codecs have been described in the literature:

(i) t+2D schemes [5–7]: the video sequence is first filtered
in the temporal direction along the motion trajecto-
ries (MCTF—motion-compensated temporal filtering
[8]) in order to tackle temporal redundancy. Then, a
2D wavelet transform is carried out in the spatial do-
main. Motion estimation/compensation takes place in
the spatial domain, hence conventional coding tools
used in nonscalable video codecs can be easily reused;

(ii) 2D+t (or in-band) schemes [9, 10]: each frame of
the video sequence is wavelet-transformed in the
spatial domain, followed by MCTF. Motion esti-
mation/compensation is carried out directly in the
wavelet domain.

Due to the nonlinear motion warping operator needed in
the temporal filtering stage, the order of the transforms does
not commute. In fact the wavelet transform is not shift-
invariant and care has to be taken since the motion esti-
mation/compensation task is performed in the wavelet do-
main. In the literature several approaches have been used
to tackle this issue. Although known under different names
(low-band-shift [11], ODWT (overcomplete discrete wavelet
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transform) [12], redundant DWT [10]), all the solutions rep-
resent different implementations of the algorithm á trous
[13], that computes an overcomplete wavelet decomposition
by omitting the decimators in the fast DWT algorithm and
stretching the wavelet filters by inserting zeros. A two-level
ODWT transform on a 1D signal is illustrated in Figure 1,
whereH0(z) andH1(z) are, respectively, the wavelet low-pass
and high-pass filters used in the conventional critically sam-
pled DWT. Hk

i (z) is the dilated version of Hi(z) obtained
by inserting k − 1 zeros between two consecutive samples.
The extension to 2D signals is straightforward with a separa-
ble approach. Despite its higher complexity, a 2D+t scheme
comes with the advantage of reducing the impact of blocking
artifacts caused by the failure of block-based motion mod-
els. This is because such artifacts are canceled out by the
inverse DWT spatial transform, without the need to adopt
some sort of deblocking filtering. This fact greatly enhances
the perceptual quality of reconstructed sequences, especially
at low bitrates. Furthermore, as shown in [14, 15], 2D+t
approaches naturally fit the spatial scalability requirements
providing higher coding efficiency when the sequence is de-
coded at reduced spatial resolution. This is due to the fact
that with in-band motion compensation it is possible to limit
the problem of drift that occurs when decoder does not have
access to all the wavelet subbands used at the encoder side. Fi-
nally, 2D+t schemes naturally support multi-hypothesis mo-
tion compensation taking advantage of the redundancy of
the ODWT [10].

1.1. Motivations and goals

In this paper we present a fully scalable video coding archi-
tecture based on a 2D+t approach. Our contribution is at the
system level. Figure 2 depicts the overall video coding archi-
tecture, emphasizing the modules we are focusing on in this
paper.

It is widely acknowledged that motion modeling has
a fundamental importance in the design of a video cod-
ing architecture in order to match the coding efficiency of
state-of-the-art codecs. As an example, much of the cod-
ing gain observed in the recent H.264/AVC standard [16]
is due to more sophisticated motion modeling tools (vari-
able block sizes, quarter-pixel motion accuracy, multiple ref-
erence frames, etc). Motion modeling is particularly rele-
vant especially when the sequences are decoded at low bi-
trates and at reduced spatial resolution, because a signifi-
cant fraction of the bit budget is usually allocated to describe
motion-related information. This fact motivates us to focus
our attention on motion estimation/compensation and mo-
tion signaling techniques to improve the coding efficiency of
the proposed 2D+t wavelet-based video codec. While achiev-
ing better compression, we also want to keep the computa-
tional complexity of the encoder under control, in order to
design a practical architecture.

In Section 2, we describe the details of the proposed
2D+t scalable video codec (see Figure 2). Based on this cod-
ing framework, we propose novel techniques to improve the
coding efficiency and reduce the complexity of the encoder.

H0(z) H(2)
0 (z) H(4)

0 (z) L3

H(4)
1 (z) H3

H(2)
1 (z) H2

H1(z) H1

Figure 1: Two level overcomplete DWT (ODWT) of a 1D signal
according to the algorithm á trous implementation.

Specifically, we propose the following:

(i) in Section 2.1, a fast motion estimation algorithm that
is meant to work in the wavelet domain (FIBME—fast
in-band motion estimation), exploiting the geomet-
rical properties of the wavelet subbands. Section 2.1
elaborates on this topic comparing the computational
complexity of the proposed approach with that of an
exhaustive full search;

(ii) in Section 2.2, the FIBME algorithm is further ex-
tended to work with blocks of variable size;

(iii) in Section 2.3, a scalable representation of the mo-
tion model is introduced, which is suitable for vari-
able block sizes and allows to adapt the bit budget al-
located to motion according to the target bitrate (see
Section 2.3);

(iv) in Section 2.4, a formal analysis describing how the
motion field estimated at full resolution can be
adapted at reduced spatial resolutions. We show that
motion vector truncation, adopted in the reference im-
plementation of the MC-EZBC codec [5], is not the
optimal choice when the motion field resolution needs
to be scaled.

The paper builds upon our previous work appeared in
[17–19].

1.2. Related works

In 2D+t wavelet-based video codecs, motion estimation/
compensation needs to be carried out directly in the wavelet
domain. Although a great deal of works focuses on how to
avoid the shift variance of the wavelet transform [9–11, 20],
the problem of fast motion estimation in 2D+t schemes is not
thoroughly investigated in the literature. References [21, 22]
propose similar algorithms for in-band motion estimation.
In both cases different motion vectors are assigned to each
scale of wavelet subbands. In order to decrease the complex-
ity of the motion search, the algorithms work in a multi-
resolution fashion, in such a way that the motion search at
a given resolution is initialized with the estimate obtained
at lower resolution. The proposed fast motion estimation
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Figure 2: Block diagram of the proposed scalable 2D+t coding architecture. Call-outs point to the novel features described in this paper.

algorithm shares the multi-resolution approach of [21, 22].
Despite this similarity, the proposed algorithm takes full ad-
vantage of the geometrical properties of the wavelet sub-
bands, and different motion vectors are used to compensate
subbands at the same scale but having different orientation
(see Section 2.1), thus giving more flexibility in the model-
ing of local motion.

Variable size block matching is well known in the liter-
ature, at least when it is applied in the spatial domain. The
state-of-the-art H.264/AVC [16] standard efficiently exploits
this technique. In [23], a hierarchical variable size block
matching (HVSBM) algorithm is used in the context of a
t+2D wavelet-based codec. The MC-EZBC codec [5] adopts
the same algorithm in the motion estimation phase. The au-
thors of [24] independently proposed a variable size block
matching strategy within their 2D+t wavelet-based codec.
The search for the best motion partition is close to the idea of
H.264/AVC, since all the possible block partitions are tested
in order to determine the optimal one. On the other hand,
the algorithm proposed in this paper (see Section 2.2) is
more similar to the HVSBM algorithm [23], as the search is
suboptimal but faster.

Scalability of motion vector was first proposed in [25]
and later further discussed in [26], where JPEG2000 is used
to encode the motion field components. The work in [26]
assumes that fixed block sizes (or regular meshes) are used
in the motion estimation phase. More recently, other works
have appeared in the literature [27–29], describing coding
algorithms for motion fields having arbitrary block sizes
specifically designed for wavelet-based scalable video codecs.
The algorithm described in this paper has been designed in-
dependently and shares the general approach of [26, 27],
since the motion field is quantized when decoding at low bi-
trates. Despite these similarities, the proposed entropy cod-
ing scheme is novel and it is inspired to SPIHT [2], allow-
ing lossy to lossless representation of the motion field (see
Section 2.3).

2. PROPOSED 2D+t CODEC

Figure 2 illustrates the functional modules that compose the
proposed 2D+t codec. First, a group of pictures (GOP) is fed
in input and each frame is wavelet transformed in the spatial

domain using Daubechies 9/7 filters. Then, in-band MCTF is
performed using the redundant representation of the ODWT
to combat shift variance. The motion is estimated (ME) by
variable size block matching with the FIBME algorithm (fast
in-band motion estimation) described in Section 2.1. Finally,
wavelet coefficients are entropy coded with EZBC (embed-
ded zero-block coding) while motion vectors are encoded in
a scalable way by the algorithm proposed in Section 2.3.

In the following, we concentrate on the description of the
in-band MCTF module, as we need the background for in-
troducing the proposed fast motion estimation algorithm.
MCTF is usually performed taking advantage of the lift-
ing implementation. This technique enables to split direct
wavelet temporal filtering into a sequence of prediction and
update steps in such a way that the process is both perfectly
invertible and computationally efficient. In our implementa-
tion a simple Haar transform is used, although the extension
to longer filters such as 5/3 [6, 7] is conceptually straight-
forward. In the Haar case, the input frames are recursively
processed two-by-two, according to the following equations:

H = 1√
2

[
B −WA→B(A)

]
,

L = √2A +WB→A(H),

(1)

where A and B are two successive frames and WB→A(·) is a
motion warping operators that warps frame A into the co-
ordinate system of frame B. L and H are, respectively, the
low-pass and high-pass temporal subbands. These two lift-
ing steps are then iterated on the L subbands of the GOP such
that for each GOP only one low-pass subband is obtained.

The prediction step is the counterpart of motion com-
pensated prediction in conventional closed loop schemes.
The energy of frame H is lower than that of the original
frame, thus achieving compression. On the other hand, the
update step can be thought as a motion-compensated aver-
aging along the motion trajectories: the updated frames are
free from temporal aliasing artifacts and at the same time L
requires fewer bits for the same quality than frame A because
of the motion-compensated denoising performed by the up-
date step.

In the 2D+t scenario, temporal filtering occurs in the
wavelet domain and the reference frame is thus available in
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Figure 3: In-band MCTF: (a) temporal filtering at the encoder side (MCTF analysis); (b) temporal filtering at the decoder side (MCTF
synthesis).

its overcomplete version in order to combat the shift variance
of the wavelet transform. In what follows we illustrate an
implementation of the lifting structure, which works in the
overcomplete wavelet domain. Figure 3 shows the current
and the overcomplete reference frame together with the es-
timated motion vector (dx,dy) in the wavelet domain. For
the sake of clarity, we refer to one wavelet subband at decom-
position level 1 (LH1, HL1, or HH1). The computation of Hi

is rather straightforward. For each coefficient of the current
frame, the corresponding wavelet transformed coefficient in
the overcomplete transformed reference frame is subtracted:

Hi(x, y) = 1√
2

[
Bi(x, y)− AOi

(
2ix + dx, 2i y + dy

)]
, (2)

where AOi is the overcomplete wavelet-transformed reference
frame subband at level i and it has the same number of sam-
ples as the original frame. The computation of the Li subband

is not as trivial. While Hi shares the coordinate system with
the current frame, Li uses the reference frame coordinate sys-
tem. A straightforward implementation could be

Li(x, y) = √2AOi
(
2ix, 2i y

)
+Hi

(
x − dx/2i, y − dy/2i).

(3)

The problem here is that the coordinates (x−dx/2i, y−dy/2i)
might be noninteger valued even if full pixel accuracy of the
displacements is used in the spatial domain. Consider, for
example, the coefficient D in the Li subband, as shown in
Figure 3. This coefficient should be computed as the sum be-
tween coefficients E and F. Unfortunately, the latter does not
exist in subband Hi, which suggests that an interpolated ver-
sion of Hi is needed. First, we need to compute the inverse
DWT (IDWT) of the Hi subbands, which transforms it back
to the spatial domain. Then, we obtain the overcomplete
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DWT, HO
i . The Li frame can be now computed as

Li(x, y) = √2AOi
(
2ix, 2i y

)

+ ODWT
(

IDWT
(
Hi
))(

2ix − dx, 2i y − dy)

= √2AOi
(
2ix, 2i y

)
+HO

i

(
2ix − dx, 2i y − dy).

(4)

The process is repeated in reverse order at the decoder side.
The decoder receives Li and Hi. First the overcomplete copy
of Hi is computed through IDWT-ODWT. The reference
frame is reconstructed as

Ai(x, y) = 1√
2

[
Li(x, y)−ODWT

(
IDWT

(
Hi
))

× (2ix − dx, 2i y − dy)]

= 1√
2

[
Li(x, y)−HO

i

(
2ix − dx, 2i y − dy)].

(5)

At this point, the overcomplete version of the reference frame
must be reconstructed via IDWT-ODWT in order to com-
pute the current frame:

Bi(x, y) = √2Hi(x, y)

+ ODWT
(

IDWT
(
Ai
))(

2ix − dx, 2i y − dy)

= √2HO
i

(
2ix − dx, 2i y − dy)

+ AOi
(
2ix + dx, 2i y + dy

)
.

(6)

Figure 3 shows the overall process diagram that illustrates
the temporal analysis at the encoder and the synthesis at
the decoder. Notice that the combined IDWT-ODWT opera-
tion takes place three times, once at the encoder and twice
at the decoder. In the actual implementation, the IDWT-
ODWT cascade can be combined in order to reduce the
memory bandwidth and the computational complexity ac-
cording to the complete-to-overcomplete (CODWT) algo-
rithm described in [20].

2.1. Fast in-band motion estimation

The wavelet in-band prediction mechanism (2D+t), as il-
lustrated in [9], works by computing the residual error
after block matching. For each wavelet block, the best-
matching wavelet block is searched in the overcomplete
wavelet-transformed reference frame, using a full search ap-
proach. The computational complexity can be expressed in
terms of the number of required operations as

T = 2W2N2, (7)

where W is the size of the search window and N is the block
size. As a matter of fact, for every motion vector, at least N2

subtractions and N2 summations are needed to compute the
MAD (mean absolute difference) of the residuals, and there
exist W2 different motion vectors to be tested.

The proposed fast motion estimation algorithm is based
on optical flow estimation techniques. The family of differ-
ential algorithms, including Lucas-Kanade [30] and Horn-
Schunk [31], assumes that the intensity remains unchanged

along the motion trajectories. This results in the brightness
constraint in differential form:

Ixvx + Iyvy + It = 0, (8)

where,

Ix = ∂I(x, y, t)
∂x

, Iy = ∂I(x, y, t)
∂y

, Ix = ∂I(x, y, t)
∂t

,

(9)

Ix, Iy , and It are the horizontal, vertical, and temporal gra-
dients, respectively. Notice that when Ix � Iy , that is, when
the local texturing is almost vertically oriented, only the dx
(dx = vxdt) component can be accurately estimated because:

Ix
Ix
vx +

Iy
Ix
vy +

It
Ix
� vx +

It
Ix
= 0. (10)

This is the so-called “aperture problem” [32], which consists
of the fact that when the observation window is too small, we
can only estimate the optical flow component that is parallel
to the local gradient. That of the aperture is indeed a prob-
lem for traditional motion estimation methods, but in the
proposed motion estimation algorithm we take advantage of
this fact.

For the sake of clarity, let us consider a pair of images that
exhibit a limited displacement between corresponding ele-
ments, and let us focus on the HL subband only (before sub-
sampling). This subband is low-pass filtered along the verti-
cal axis and high-pass filtered along the horizontal axis. The
output of this separable filter looks like the spatial horizontal
gradient Ix. In fact, the HL subbands tend to preserve only
those details that are oriented along the vertical direction.
This suggests us that the family of HL subbands, all sharing
the same orientation, could be used to accurately estimate the
dx motion vector component. Similarly, LH subbands have
details oriented along the horizontal axis, therefore they are
suitable for computing the dy component. For each wavelet
block, a coarse full search is applied to the LLK subband only,
where the subscript K is the number of the considered DWT
decomposition levels. This initial computation allows us to
determine a good starting point (dxFS,dyFS)1 for the fast
search algorithm, which reduces the risk of getting trapped
into local minima. As the LLK subband has 22K fewer samples
than the whole wavelet block, block matching is not compu-
tationally expensive. In fact, the computational complexity of
this initial step expressed in terms of the number of additions
and multiplications is

T = 2
(
W

2K

)2( N

2K

)2

= W2N2

24K−1
. (11)

At this point we can focus on the HL subbands. In fact, we
use a block matching process on these subbands in order to
compute the horizontal displacements and estimate the dx

1 The superscript FS stands for full search.
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component for block k whose top-left corner has coordinates
(xk, yk). The search window is reduced to W/4, as we only
need to refine the coarse estimate provided by the full search:

dxk = arg min
dxj

K∑

i=1

MADHLi

(
xk, yk,dxFS + dxj ,dyFS)

+ MADLLK

(
xk, yk,dxFS + dxj ,dyFS),

(12)

where MADHLi(xk, yk,dx,dy) and MADLLK (xk, yk,dx,dy)
are the MAD obtained compensating the block (xk, yk) in the
subbands HLi and LLK , respectively, with the motion vector
(dx,dy):

MADHLi

(
xk, yk,dx,dy

)

=
xk,i+N/2i∑

x=xk,i

yk,i+N/2i∑

y=yk,i

∣
∣HLcur

i (x, y)HLrefO

i

(
2ix+dx, 2i y+dy

)∣∣,

MADLLK

(
xk, yk,dx,dy

)

=
xk,i+N/2K∑

x=xk,i

yk,i+N/2K∑

y=yk,i

∣
∣LLcur

K (x, y)LLrefO

K

(
2Kx + dx, 2K y

)∣∣,

(13)

(xk,i, yk,i) are the top-left corner coordinates of block k sub-
band at level i and it is equal to (�xk/2i�, �yk/2i�).

Because of the shift-varying behavior of the wavelet
transform, block matching is performed considering the

overcomplete DWT of the reference frame (HLrefO

i (·) and

LLrefO

K (·)). Similarly we can work on the LH subbands to esti-
mate the dy component. In order to improve the accuracy of
the estimate, this second stage takes (xk+dxFS+dxk, yk+dxFS)
as a starting point:

dyk=arg min
dyj

K∑

i=1

MADLHi

(
xk, yk,dxFS + dxk,dyFS + dyj

)

+MADLLK

(
xk, yk,dxFS + dxk,dyFS + dyj

)
,

(14)

where MADLHi(xk, yk,dx,dy) is defined in a similar way to
MADHLi(xk, yk,dx,dy).

We refer to this algorithm for motion estimation as
fast in-band motion estimation (FIBME). The algorithm
achieves a good solution that compares favorably with re-
spect to a full search approach with a modest computational
effort. The computational complexity of this method is

T � 2 · 2
3
· W

4
N2 +

W2N2

24K−1
= 1

3
WN2 +

W2N2

24K−1
, (15)

where W/4 comparisons are required to compute the hori-
zontal component and otherW/4 for the vertical component.
Each comparison involves either HL or LH subbands, whose
size is approximately one third of the whole wavelet block
(if we neglect the LLK subband). If we keep the block size

N fixed, the proposed algorithm runs in linear time with the
search window size, while the complexity of the full search
grows with the square power. The speedup factor with re-
spect to the full search in terms of number of operations is

speedup = 2W2N2

(1/3)WN2 +W2N2/24K−1
� 6W. (16)

It is worth pointing out that this speedup factor refers to
the motion estimation task, which is only part of the overall
computational burden at the encoder. In Section 3, we give
more precise indications, based on experimental evidence,
about the actual encoding time speedup, including wavelet
transforms, motion compensation, and entropy coding. At
a fraction of the cost of the full search, the proposed algo-
rithm achieves a solution that is suboptimal. Nevertheless,
Section 3 shows through extensive experimental results on
different test sequences that the coding efficiency loss is lim-
ited approximately to 0.5 dB on sequences with large motion.

We have investigated the accuracy of our search algo-
rithm in case of large displacements. If we do not use a full
search for the LLK subband, our approach tends to give a bad
estimate of the horizontal component when the vertical dis-
placement is too large. In this scenario, when the search win-
dow scrolls horizontally, it cannot match the reference dis-
placed block. We observed that the maximum allowed ver-
tical displacement is approximately as large as the low-pass
filter impulse response used by the critically sampled DWT.
This is due to the fact that such filter operates along the ver-
tical direction by stretching the details proportionally to its
impulse response extension.

The same conclusions can be drawn if we take a closer
look at Figure 4. A wavelet block from the DWT-transformed
current frame is taken as the current block, while the ODWT
transformed reference frame is taken as the reference. For all
possible displacements (dx,dy), the MAD of the prediction
residuals is computed by compensating only the HL sub-
band family, that is, the one that we argue being suitable
for estimating the horizontal displacement. In Figure 4(a),
the global minimum of this function is equal to zero and is
located at (0, 0). In addition, around the global minimum
there is a region that is elongated in the vertical direction,
which is characterized by low values of the MAD. Let us now
consider a sequence of two images, one obtained from the
other through translation of the vector (dx′,dy′) = (10, 5)
(see Figure 4(b)). Considering a wavelet block on the current
image, Figure 4 shows the MAD value for all the possible dis-
placements. A full search algorithm would identify the global
minimum M. Our algorithm starts from point A(0, 0) and
proceeds horizontally both ways to search for the minimum
(B). If dy′ is not too large, the horizontal search finds its op-
timum in the elongated valley centered on the global mini-
mum, therefore the horizontal component is estimated quite
accurately. The vertical component can now be estimated
without problems using the LH family subbands. In conclu-
sion, coarsely initializing the algorithm with a full search pro-
vides better results in case of large dy′ displacement without
significantly affecting the computational complexity.
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Figure 4: Error surface as a function of the candidate motion vector (dx,dy): (a) global minimum in (0, 0); (b) global minimum in (15, 5).
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Figure 5: Motion field assigned to a 16 × 16 wavelet block: (a) one vector per wavelet block; (b) four vectors per wavelet block; (c) further
splitting of the wavelet subblock.

2.2. Variable size block matching

As described so far, the FIBME fast search algorithm works
with wavelet blocks of fixed sizes. We propose a simple ex-
tension that allows to adopt blocks of variable sizes by gener-
alizing the HVSBM (hierarchical variable size block match-
ing) [23] algorithm to work in the wavelet domain. Let us
consider a three-level wavelet decomposition and a wavelet
block of size 16 × 16 (refer to Figure 5(a)). In the fixed size
implementation, only one motion vector is assigned to each
wavelet block. If we focus on the lowest frequency subband,
the wavelet block covers a 2× 2 pixel area. Splitting this area
into four and taking the descendants of each element, we
generate four 8 × 8 wavelet blocks, which are the offspring
of the 16 × 16 parent block (see Figure 5(b)). Block match-
ing is performed on those smaller wavelet blocks to estimate
four distinct motion vectors. In that figure, all the elements
that have the same color are assigned the same motion vector.

Like in HVSBM, we build a quadtree-like structure where in
each node we store the motion vector, the rate R needed to
encode the motion vector and the distortion D (MAD). A
pruning algorithm is then used to select the optimal splitting
configuration for a given bitrate budget [23]. The number B
of different block sizes relative to the wavelet block sizeN and
the wavelet decomposition level K is

B = log2

(
N

2K

)
+ 1 (17)

that corresponds to the block sizes:

(
N

2i
× N

2i

)
, i = 0, . . . ,B − 1. (18)

If we do not want to be forced to work with fixed size
blocks, we need to have at least two different block sizes. For
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example, with B = 2, we have

log2

(
N

2K

)
> 1 =⇒ N

2K
> 2 =⇒ N > 2K+1. (19)

Having fixed K , the previous equation sets a lower bound
on the size of the smallest wavelet block. By setting N = 16
and K = 3, three different block sizes are allowed: 16 × 16,
8 × 8, and 4 × 4. We can take this approach one step fur-
ther in order to overcome the lower bound. If N = 2K or
if we have already split the wavelet block in such a way that
there is only one pixel in the LLK subband, further split can
be performed according to the above scheme. In order to
provide a motion field of finer granularity, we can still as-
sign a new motion vector to each subband LHK , HLK , HHK ,
plus the refined version of LLK alone. This way we produce
four children motion vectors, as shown in Figure 5(c). In this
case, the motion vector shown in subband HL3 is the same
one used for compensating all of the coefficients in subbands
HL3,HL2, andHL1. The same figure shows a further splitting
step performed on the wavelet block of the LH3 subband. In
fact, the splitting can be iterated at lower scales, by assigning
one motion vector to each one-pixel subblock at level K − 1
(in subband LH2 in this example). Figure 5(c) shows that the
wavelet block with roots on the blue pixel (in the top-left po-
sition) in subband LH3, is split into four subblocks in the LH2

subband. These refinement steps allow us to compensate el-
ements in different subbands with different motion vectors
that correspond to the same spatial location. We need to em-
phasize that this last splitting step makes the difference be-
tween spatial domain variable size block matching and the
proposed algorithm. In fact, in the latter case it is possible
to compensate the same spatial region with separate motion
vectors, according to the local texture orientation. Following
this simple procedure, we can generate subblocks of arbitrary
size in the wavelet domain.

2.3. Scalable coding of motion vectors

In both t+2D and 2D+t, wavelet-based video codec SNR scal-
ability is achieved by truncating the embedded representa-
tion of the wavelet coefficients. In this way, only the texture
information is scaled, while the motion information is loss-
less encoded, thus occupying a fixed amount of the bit bud-
get decided at encoding time and unaware of the decoding
bitrate. This fact has two major drawbacks. First, the video
sequence cannot be encoded at a target bitrate lower than the
one necessary to lossless encode the motion vectors. Second,
no optimal tradeoff between motion and residuals bit budget
can be computed.

Recently, it has been demonstrated [26] that in the case
of open-loop wavelet-based video coders it is possible to use
a quantized version of the motion field during decoding to-
gether with the residual coefficients computed at the encoder
with the lossless version of the motion. A scalable representa-
tion of the motion is achieved in [26] by coding the motion
field as a two-component image using a JPEG2000 scheme.
This is possible as long as the motion vectors are disposed on
a regular lattice, as it is the case for fixed size block matching
or deformable meshes using equally spaced control points.

In this section, we introduce an algorithm able to build a
scalable representation of the motion vectors which is specifi-
cally designed to work with blocks of variable sizes produced
in output by the motion estimation algorithm presented in
Sections 2.1 and 2.2.

Block sizes range from Nmax × Nmax to Nmin × Nmin and
they tend to be smaller in regions characterized by complex
motion. Neighboring blocks usually manifest a high degree
of similarity, therefore a coding algorithm able to reduce
their spatial redundancy is needed. In the standard imple-
mentation of HVSBM [23], a simple nearest neighbor pre-
dictor is used for this purpose. Although it achieves a good
lossless coding efficiency, it does not provide a scalable rep-
resentation. The proposed algorithm aims at achieving the
same performance when working in lossless mode allowing
at the same time a scalable representation of the motion in-
formation.

In order to tackle spatial redundancy, a multi-resolution
pyramid of the motion field is built in a bottom-up fashion.
As shown in Figure 6, variable size block matching generates
a quadtree-like representation of the motion model. At the
beginning of the algorithm, only the leaf nodes are assigned
with a value, representing the two components of the mo-
tion vector. For each component, we compute the value of
the node as a simple average of its four offspring. Then we
code each offspring as the difference between each value and
its parent. We iterate these steps further up the motion vec-
tor tree. The root node contains an average of the motion
vectors over the whole image. Depending on the size of the
image and Nmin, the root node might have fewer than four
offspring.

Figure 6 illustrates a toy example that clarifies this multi-
resolution representation. The motion vector components
are the numbers indicated just below each leaf node. The av-
erages computed on intermediate nodes are shown in grey,
while the values to be encoded are written in bold typeface.
The same figure also shows the labeling convention we use:
each node is identified by a pair (i,d), where d represents the
depth in the tree while i is the index number starting from
zero of the nodes at a given depth. Since the motion field
usually exhibits a certain amount of spatial redundancy, the
leaf nodes are likely to have a smaller absolute values. In other
words, walking down from the root to the leaves, we can ex-
pect the same sort of energy decay that is specific of wavelet
coefficients across subbands following parent-children rela-
tionships. This fact suggested us that the same ideas under-
pinning wavelet-based image coders could be exploited here.
Specifically, if an intermediate node is insignificant with re-
spect with a given threshold, then it is likely that its de-
scendants are also insignificant. This is the reason why the
proposed algorithm inherits some of the basic concepts of
SPIHT [2] (set partitioning in hierarchical trees).

Before detailing the steps of the algorithm, it is impor-
tant to point out that, in the quadtree representation that we
have built so far, the node values should be multiplied by a
weighting factor that depends on their depth in the tree. Let
us consider only one node and its four offspring. If we wish to
achieve a lossy representation of the motion field, these nodes



M. Tagliasacchi et al. 9

0 0 0 0

0,1 1,1 2,1 3,1

2 2 2 2
0 −1 3 −2 0 1 −1 3

2 1 5 0 2 3 1 2

0,2 1,2 2,2 3,2 4,2 5,2 6,2 7,2

−1 0 1 0

0,3 1,3 2,3 3,3

1 2 3 4

2

0,0

2

Motion vector difference

Node coordinates

Motion vector component

Average of children motion vectors

Δmv x

i,d

mv x
mv avg

Figure 6: Quadtree-like representation of the motion model generated by the variable size block matching algorithm.

will be quantized. If we make an error in the parent node,
that will badly affect its offspring, while the same error will
have fewer consequences if one of the children is involved. If
we use the mean squared error as a distortion measure, the
parent node needs to be multiplied by a factor of 2, in such a
way that errors are weighted equally and the same quantiza-
tion step sizes can be used regardless of the node depth.

The proposed algorithm encodes the nodes of the
quadtree from top to bottom starting from the most signif-
icant bitplane. As in SPIHT, the algorithm is divided into
a sorting pass that identifies which nodes are significant
with respect to a given threshold, and a refinement pass
that refines the nodes already found significant in the pre-
vious steps. There are four lists that are maintained both at
the encoder and the decoder, which allow to keep track of
each node status. The LIV (list insignificant vectors) con-
tains those nodes that have not been found significant yet.
The LIS (list insignificant sets) represents those nodes whose
descendants are insignificant. On the other hand, LSV (list
significant vectors) and LSS (list significant sets) contain ei-
ther nodes found significant or whose descendants are signif-
icant. A node can be moved from LIV to LIS and from LIS to
LSS, but not vice versa. Only the nodes in the LSV are refined
during the refinement pass. The following notation is used:

(i) P(i,d): coordinates of parent node of node i at depth
d;

(ii) O(i,d): set of coordinates of all offspring of node i at
depth d;

(iii) D(i,d): set of coordinates of all descendants of node i;
at depth d;

(iv) H(0, 0): coordinate of the quadtree root node.

The algorithm is described in detail by pseudocode listed in

Algorithm 1. Note that d̂ keeps track of the depth of the cur-
rent node. This way instead of scaling by a factor of 2 all the
intermediate nodes with respect to their offspring, the signif-

icance test is carried out at bitplane n + d̂, that is, Sn+d̂(id̂, d̂).
As for SPIHT, encoding and decoding use the same algo-

rithm, where the word output is substituted by input at the

decoder side. The symbols emitted by the encoder are arith-
metic coded.

The bitstream produced by the proposed algorithm is
completely embedded, in such a way that it is possible to
truncate it at any point and obtain a quantized representation
of the motion field. In [26], it is proved that for small dis-
placement errors, there is a linear relation between the MSE
(mean square error) of the quantized motion field parame-
ters (MSEW ) and the MSE of the prediction residue (MSEr):

MSEr = k
ψx + ψy

2
MSEW , (20)

where the motion sensitivity factors are defined as

ψx = 1
(2π)2

∫∫

S f (ω)ω2
xdω,

ψy = 1
(2π)2

∫∫

S f (ω)ω2
ydω,

(21)

where S f (ω) is the power spectrum of the current frame
f (x, y). Using this result it is possible to estimate a priori
the optimal bit allocation between motion information and
residual coefficients [26]. Informally speaking, at low bitrates
the motion field can be heavily quantized in order to reduce
its bit budget and save bits to encode residual information.
On the other hand, at high bitrates the motion field is usu-
ally sent lossless as it occupies a small fraction of the overall
target bitrate.

2.4. Motion vectors and spatial scalability

A spatially scalable video codec is able to deliver a sequence
at a lower resolution than the original one in order to fit
the receiving device display capabilities. Wavelet-based video
coders address spatial scalability in a straightforward way. At
the end of spatio-temporal analysis each frame of a GOP of
size T represents a temporal subband further decomposed
into spatial subbands up to level K . Each GOP thus consists
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(1) Initialization:

(1.1) output msb = n = �log2 max(i,d)(ci,d)�
(1.2) output max depth = max(d)
(1.3) set the LLS and the LSV as empty lists add H(0, 0) to the LIV and to the LIS.

(2) Sorting pass

(2.1) set d̂ = 0, set id = 0 (d = 0, 1, . . . , max depth)

(2.2) if 0 ≤ n + d̂ ≤ msb do:

(2.2.1) if entry (id̂ , d̂) is in the LIV do:

(i) output Sn+d̂(id̂ , d̂)

(ii) if Sn+d̂(id̂ , d̂) = 1 then move (id̂ , d̂) to LSV and output the sign of ci
d̂

,d̂

(2.3) if entry (id̂ , d̂) is in the LIS do:

(2.3.1) if n + d̂ < msb do:

(i) SD = 0
(ii) for h = d̂ + 1 to max depth do:

– for each ( j,h) ∈ D(id̂ , d̂), if Sn+h( j,h) = 1 then SD = 1

(iii) output SD
(iv) if SD = 1 then move (id̂ , d̂) to LSS, add each (k, l) ∈ O(id̂ , d̂) to the LIV and to the LIS, increment d̂

by 1, and go to Step (2.2)

(2.4) if entry (id̂ , d̂) is in the LSS the increment d̂ by 1 and go to Step (2.2).

(3) Refinement pass

(3.1) if 0 ≤ n + d̂ ≤ msb do:

(i) if entry (id̂ , d̂) is in the LSV and was not included during the last sorting pass, then output the nth most signifi-
cant bit of |ci,d̂|

(3.2) if d̂ ≥ 1 do

(i) increment id̂ by 1

(ii) if (id̂ , d̂) ∈ O(P(id̂−1,d̂)) then go to Step (2.2); otherwise decrement d̂ by 1 and go to Step (3).

(4) Quantization step update: decrement n by 1 and go to Step (2).

Algorithm 1: Pseudocode of the proposed scalable motion vector encoding algorithm.

of the following subbands: LLti , LH
t
i , HL

t
i , HH

t
i with spatial

subband index i = 1, . . . ,K and temporal subband index t =
1, . . . ,T . Let us assume that we want to decode a sequence at a
resolution 2(k−1) times lower than the original one. We need
to send only those subbands with i = k, . . . ,K . At the de-
coder side, spatial decomposition and motion-compensated
temporal filtering is inverted in the synthesis phase. It is a de-
coder task to adapt the full resolution motion field to match
the resolution of the received subbands.

In this section we compare analytically the following two
approaches:

(a) the original motion vectors are truncated and rounded
in order to match the resolution of the decoded se-
quence,

(b) the original motion vectors are retained, while a full
resolution sequence is interpolated starting from the
received subbands.

The former implementation tends to be computationally
simpler while not as efficient as the latter in terms of coding
efficiency as it will be demonstrated in the following. Fur-
thermore, this is the technique adopted in the MC-EZBC [5]
reference software, used as a benchmark in Section 3.

Let us concentrate our attention on a one-dimensional
discrete signal x(n) and its translated version by an integer
displacement d, that is, y(n) = x(n − d). Their 2D counter-
part are the current and the reference frame, respectively. We
are thus neglecting motion compensation errors due to com-
plex motion, reflections, and illumination changes. Temporal
analysis is carried out with the lifting implementation of the
Haar transform along the motion trajectory d:

H(n) = 1√
2

[
y(n)− x(n− d)

] = 0,

L(n) = √2x(n) +H(n + d) = √2x(n),
(22)
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L(n) and H(n) are wavelet-transformed and, in the case of
spatial scalability, only a subset of their subbands is sent. If
we scale at half the original resolution, the decoder receives
the following signals:

Hlow(n) = 0,

Llow(n) = √2xlow(n) = √2
[
x ∗ h(k)

]
k=2n.

(23)

Temporal synthesis reconstructs a low resolution approxima-
tion of the original signals:

x̂low(n) = 1√
2

[
Llow(n)−Hlow

(
n +

d

2

)]
= xlow(n),

ŷlow(n) = √2Hlow(n) + x̂low

(
n− d

2

)
= xlow

(
n− d

2

)
.

(24)

We compute the reconstruction error using the spatially low-
pass filtered and subsampled version of the original frames
as reference:

ex(n) = x̂low(n)− xlow(n) = 0,

ey(n) = ŷlow(n)− ylow(n) = xlow

(
n− d

2

)
− ylow(n).

(25)

We derive the solution for scenario (b) first, since we will see
(a) as a particular case.

First, the decoder reconstructs an interpolated version
of the original sequence. This is accomplished by setting to
zero the coefficients of the missing subbands before perform-
ing the wavelet synthesis. It is worth pointing out that this
is equivalent to estimating the missing samples using the
wavelet scaling function as interpolating kernel. The recon-
struction error can be written as

N/2−1∑

n=0

e2
y =

N−1∑

n=0

e2
rec =

N/2−1∑

n=0

∣
∣xrecb(n− d)− yrec(n)

∣
∣2
. (26)

The first equivalence holds as far as we use an orthogonal
transform to reconstruct a full resolution approximation of
the signals.

Figure 7 illustrates how erec(n) is computed starting from
x(n) and y(n). H(z) represents the analysis wavelet low-pass
filter, while G(z) is the synthesis low-pass filter. In the rest of
this paper, we assume that they are Daubechies 9/7 biorthog-
onal filters. As they are nearly orthogonal, (26) is satisfied in
practice. The reconstructed signal xrec(n) is an approxima-
tion of x(n) having the same number of samples. Therefore
motion compensation can use the original motion vector d.
Using the Parseval’s theorem and further manipulating the
expression, the prediction error in (26) becomes (for any odd
displacement d)

N/2−1∑

n=0

e2
recb = 2

∫ +π

0

∣
∣G(ω + π)

∣
∣2∣∣H(ω)

∣
∣2∣∣X(ω)

∣
∣2
dω. (27)

If d is even the error expression is identically equal to zero.
Figure 8 depicts |G(ω+ π)|2 and |H(ω)|2 together with their

(x)n
H(z) G(z)

xrec(n) erec(n)

−
z−d

y(n)
H(z) G(z)

zd

yrec(n)

Figure 7: Reconstruction error computation without motion vec-
tor truncation (scenario (b)).

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5 3 3.5

ω

|H(ω)|2
|G(ω + π)|2
|I(ω + π)|2

|H(ω)|2|G(ω + π)|2
|H(ω)|2|I(ω + π)|2

Figure 8: Frequency responses of the filters cited in the paper.

product. We can conclude that the error depends on the fre-
quency characteristics of the signal and it is close to zero if its
energy is mostly concentrated at low frequencies. Indeed the
approximation we get interpolating with G(ω) is very much
similar to the original.

The error in scenario (a) can be derived as a special case
of scenario (b). Since the received signal has lower resolution
than the motion field, vectors are truncated. If the compo-
nents are odd, they are also rounded to the nearest integer.
The reconstruction error is

N/2−1∑

n=0

e2
y =

N/2−1∑

n=0

∣
∣
∣∣xlow

(
n− round

[
d

2

])
− ylow(n)

∣
∣
∣∣

2

. (28)

In order to find a frequency domain expression for this sce-
nario, we can observe that the operation of truncating and
rounding motion vectors is equivalent to interpolating the
low resolution version received by the decoder with a sample
and hold filter and then applying the full resolution motion
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Figure 9: Comparison between the (normalized) error in scenario (a) and (b) as a function of the correlation coefficient ρ.

field. As a matter of fact, the error can be expressed as

N/2−1∑

n=0

e2
y =

N−1∑

n=0

e2
reca(n)

= 2
∫ +π

0

∣
∣
∣
∣
e jω√

2
− 1√

2

∣
∣
∣
∣

2∣
∣H(ω)

∣
∣2∣∣X(ω)

∣
∣2
dω

= 2
∫ +π

0

∣
∣I(ω + π)

∣
∣2∣∣H(ω)

∣
∣2∣∣X(ω)

∣
∣2
dω.

(29)

The equivalence holds because the interpolating sample and
hold filter I(ω) is equivalent to the inverse Haar DWT, where
the low-frequency subband is the subsampled signal and the
high-frequency subband coefficients are set to zero. Having
fixed |H(ω)|2, we are unable to state which of the two ap-
proaches is better, that is, has smaller error, since |I(ω)|2 is
not greater than |G(ω)|2 for all ω (see Figure 2) and we do
not know the power spectrum of the signal. Nevertheless, if
we assume that most of the energy is concentrated at low fre-
quencies, approach (b) gives better coding efficiency. In fact,
taking the expectation of (27) and (29) with respect to x(n):

Erra = E

[ N−1∑

n=0

e2
reca(n)

]

= 2
∫ +π

0

∣
∣I(ω + π

)∣∣2∣∣H(ω)
∣
∣2
Sx(ω)dω,

Errb = E

[ N−1∑

n=0

e2
recb(n)

]

= 2
∫ +π

0

∣∣G(ω + π)
∣∣2∣∣H(ω)

∣∣2
Sx(ω)dω.

(30)

If we model the signal as an autoregressive process of order
1 with correlation coefficient ρ, the signal power spectrum

Sx(ω) can be expressed in closed form as

Sx(ω) = 1− ρ2

∣
∣1− ρe jω∣∣2 . (31)

We are now able to evaluate numerically (30). As illustrated
in Figure 9, for any ρ, in [0.7, 1]2 Erra > Errb and their ra-
tio is higher for ρ close to 1, meaning that the penalty due
to motion vector truncation with respect to interpolating at
full resolution with G(ω) is greater when the input signal has
energy concentrated in the low-frequency range.

Section 3 validates the results of the formal analysis by
giving experimental evidence about the better coding effi-
ciency achievable without truncating the motion vectors.

3. EXPERIMENTAL RESULTS

In this section, we discuss the overall performance of the
2D+t scalable video codec presented in Section 2 in terms of
complexity and coding efficiency. We emphasize the impact
of each of the coding tools detailed in this paper, in order to
evaluate the best combination of the coding parameters.

As a benchmark, we use the MC-EZBC codec (motion-
compensated embedded zero-block coding) [5] for the t+2D
case, as the proposed 2D+t codec shares some of its func-
tional modules (i.e., spatial and temporal filters, entropy cod-
ing algorithm).

Throughout our simulations, we used the following set
of parameters:

2 Although Figure 9 is zooming on the [0.7, 1] range, the same behavior is
observed in the whole [0, 1] interval.
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(i) sequence spatio-temporal resolution:

– QCIF (176× 144) at 30 fps: Silent
– CIF (352 × 288) at 30 fps: Mobile & Calendar,

Foreman, Football
– 4CIF (704× 576) at 60 fps: City, Soccer;

(ii) number of frames: 300;
(iii) spatial wavelet transform: Daubechies 9/7:

– QCIF: K = 3
– CIF: K = 3
– 4CIF: K = 4;

(iv) temporal transform: Haar;
(v) GOP size: 16 frames;

(vi) search window: [−W/2, +W/2]:

– QCIF: [−16, +16]
– CIF: [−32, +32]
– 4CIF: [−48, +48];

(vii) motion accuracy: 1/4 pixel;
(viii) block size:

– QCIF and CIF: fixed size 16 × 16, variable size
64× 64 to 4× 4

– 4CIF: fixed size 32×32, variable size 128×128 to
4× 4;

(ix) entropy coding: EZBC.

In the first experiment, we compare the proposed fast
motion estimation algorithm (FIBME) (see Section 2.1) with
the computationally demanding full search strategy. As a ref-
erence, we include the rate-distortion curve obtained with
MC-EZBC. In terms of encoding complexity, the proposed
algorithm allows a speedup factor of the overall encoding
phase equal to 18–19. To this regard, Table 1 shows, for each
sequence, the encoding time normalized with respect to the
encoding time needed when FIBME is used for the same se-
quence. Note that also MC-EZBC uses a fast motion estima-
tion algorithm (HVSBM [23]).

Figure 10 and Table 2 show the rate-distortion perfor-
mance of the proposed 2D+t codec with FIBME with respect
to a full search motion estimation algorithm. In both cases,
blocks of variable sizes are used. From these results we can
conclude that, apart from the Mobile & Calendar sequence
and Foreman at high bitrates, the rate-distortion gap between
FIBME and full search remains within the 0 dB–0.3 dB range.
In all of the remaining experiments, the 2D+t codec always
uses the FIBME algorithm in the motion estimation phase.

Figure 11 and Table 3 show the objective PSNR gain that
can be obtained by using blocks of variable sizes with the
FIBME algorithm. It should be noticed that the effective-
ness of this feature depends on the complexity of the scene
to be encoded. The more complex the motion, the highest
the benefit of using blocks of variable size would be. For rea-
sons of space, we report the results for Foreman and Football.
The other sequences are characterized by a simpler motion,
therefore the coding gain tends to be more limited. In all of
the remaining simulations, blocks of variable sizes are always
used.

Table 1: Normalized encoding time.

Sequence MC-EZBC Full search FIBME

Silent 1.35 19.32 1

Mobile & Calendar 1.80 18.03 1

Foreman 1.60 18.56 1

Football 1.72 19.02 1

City 1.54 18.47 1

Soccer 1.60 19.14 1

Figure 12 and Table 4 show the results of the simula-
tions conducted when the scalable motion coding algorithm
presented in Section 2.3 is introduced. In the 2D+t codec,
both FIBME and blocks of variable sizes are turned on. For
the nonscalable case, motion vectors are encoded as in MC-
EZBC, by arithmetic coding the prediction residue obtained
as the difference between the motion vector and its causal
predictor. We can conclude the following:

(i) when the motion information is scaled, it is possible
to achieve a lower target bitrate. In Figure 12, it can
be noticed that in the nonscalable case, for the Foot-
ball sequence, the minimum target bitrate is equal to
128 kbps, whereas it is possible to decode at 64 kbps
when the proposed algorithm is used;

(ii) at low bitrates, a PSNR improvement (up to +3 dB)
is obtained by scaling the motion information as a
fraction of the bit budget can be allocated to encode
wavelet residual coefficients;

(iii) at high bitrates, the proposed algorithm causes a lim-
ited coding efficiency loss (less than 0.1 dB) due to the
fact that the lossless representation produced in the
scalable case is not as efficient as in the nonscalable
case. This is the cost associated to the embedded rep-
resentation of the motion information.

Finally, we discuss the effect of truncating the motion
vectors when a sequence is decoded at reduced spatial resolu-
tions. In this case, there is no unique reference for the PSNR
computation [33], since the truncation of motion vectors af-
fects the MCTF synthesis phase. For this reason, in Figure 13
and Table 5, PSNR values are computed using the spatially
downsampled sequence obtained extracting the LLK sub-
band from the wavelet spatial analysis. When the sequences
are decoded at reduced frame rate, the frame skipped se-
quence is used as a reference. Experimental subjective results
[33] demonstrated that the relationship between visual qual-
ity and objective PSNR measurements is usually weak, unless
the reference stays the same. For this reason, we also carried
out visual tests in order to assess the effect of motion vec-
tors truncation in terms of visual quality. In Figure 14, it is
possible to see a sample frame from the Mobile & Calendar
sequence where it is clearly visible that motion vector trunca-
tion affects the visual quality of the reconstructed sequence.
The same evidence is also true for all of the other tested se-
quences.

As a final remark, we can see that the proposed codec
has a coding efficiency comparable with the t+2D MC-EZBC
codec at full resolution and tends to outperform MC-EZBC
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Figure 10: FIBME versus full search.
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Table 2: Comparison between MC-EZBC (t+2D with HVSBM), 2D+t with full search motion estimation, and 2D+t with FIBME.

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

32 — 27.30 27.25 — −0.05
64 30.61 31.59 31.58 0.97 −0.01

128 34.90 35.73 35.71 0.81 −0.02
256 39.56 40.58 40.56 1.00 −0.02
512 45.35 46.17 46.15 0.80 −0.02
768 48.87 49.63 49.62 0.75 −0.01

1024 51.33 51.84 51.83 0.50 −0.01
1536 53.37 53.47 53.46 0.09 −0.01

(a) Silent QCIF@30 fps

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

64 — 17.46 17.07 — −0.39
128 — 20.95 20.54 — −0.41
256 23.31 24.31 23.76 0.45 −0.55
512 28.02 28.05 27.27 −0.75 −0.78
768 30.34 30.06 29.46 −0.88 −0.60

1024 31.74 31.56 31.05 −0.69 −0.51
1536 33.69 33.52 33.15 −0.54 −0.37
2048 35.27 35.19 34.86 −0.41 −0.33

(b) Mobile & Calendar CIF@30 fps

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

64 — 23.86 23.69 — −0.17
128 — 28.37 28.16 — −0.21
256 31.29 31.65 31.31 0.02 −0.34
512 34.53 34.82 34.34 −0.19 −0.48
768 36.19 36.55 36.03 −0.16 −0.52

1024 37.56 38.03 37.49 −0.07 −0.54
1536 39.44 39.89 39.38 −0.06 −0.51
2048 40.98 41.49 40.98 0 −0.51

(c) Foreman CIF@30 fps

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

64 — — — — —
128 — 22.83 23.00 — 0.17
256 — 25.59 25.58 — −0.01
512 27.70 28.26 28.18 0.48 −0.08
768 29.45 29.94 29.81 0.36 −0.13

1024 30.80 31.48 31.32 0.52 −0.16
1536 32.83 33.69 33.51 0.68 −0.18
2048 34.63 35.63 35.40 0.77 −0.23

(d) Football CIF@30 fps

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

256 — 23.48 23.34 — −0.14
512 23.82 26.71 26.52 2.70 −0.19
768 28.16 28.49 28.26 0.10 −0.23

1024 30.13 29.68 29.42 −0.71 −0.26
1536 32.34 31.50 31.22 −1.12 −0.28
2048 33.71 32.73 32.44 −1.27 −0.29
3000 35.19 34.41 34.15 −1.04 −0.26
6000 37.47 37.02 36.85 −0.62 −0.17

(e) City 4CIF@60 fps

kbps
MC- 2D+t 2D+t

(c)–(a) (c)–(b)
EZBC (a) FS (b) FIBME (c)

256 — 24.57 24.97 — 0.40
512 — 27.84 27.65 — −0.19
768 — 29.42 29.17 — −0.25

1024 29.61 30.47 30.26 0.65 −0.21
1536 31.84 32.17 31.96 0.12 −0.21
2048 33.09 33.34 33.18 0.09 −0.16
3000 34.73 35.06 34.93 0.20 −0.13
6000 37.65 38.12 37.89 0.24 −0.23

(f) Soccer 4CIF@60 fps
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Figure 11: FIBME: fixed block sizes versus variable block sizes.
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Table 3: FIBME: fixed block sizes (FSBM) versus variable block sizes (VSBM).

kbps
MC- 2D+t FIBME 2D+t FIBME

(c)–(a) (c)–(b)
EZBC (a) FSBM (b) VSBM (c)

64 — — 23.69 — —

128 — — 28.16 — —

256 31.29 28.73 31.31 0.02 2.58

512 34.53 31.99 34.34 −0.19 2.35

768 36.19 34.03 36.03 −0.16 2.00

1024 37.56 35.30 37.49 −0.07 2.19

1536 39.44 37.54 39.38 −0.06 1.84

2048 40.98 39.05 40.98 0 1.93

(a) Foreman CIF@30 fps

kbps
MC- 2D+t FIBME 2D+t FIBME

(c)–(a) (c)–(b)
EZBC (a) FSBM (b) VSBM (c)

64 — — — — —

128 — — 23.00 — —

256 — 24.24 25.58 — 1.34

512 27.70 27.09 28.18 0.48 0.72

1024 30.80 30.57 31.32 0.52 0.75

1536 32.83 32.76 33.51 0.68 0.75

2048 34.63 34.73 35.40 0.77 0.67

(b) Football CIF@30 fps

Table 4: Nonscalable versus scalable motion vectors.

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

32 — 27.25 27.50 — 0.25

64 30.61 31.58 31.70 1.09 0.12

128 34.90 35.71 35.80 0.90 0.09

256 39.56 40.56 40.60 1.04 0.04

512 45.35 46.15 46.14 0.79 −0.01

768 48.87 49.62 49.60 0.73 −0.02

1024 51.33 51.83 51.79 0.46 −0.04

1536 53.37 53.46 53.40 0.03 −0.06

(a) Silent QCIF@30 fps

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

64 — 17.07 20.01 — 2.94

128 — 20.54 22.10 — 1.56

256 23.31 23.76 24.90 1.59 1.14

512 28.02 27.27 27.60 −0.42 0.33

768 30.34 29.46 29.45 −0.89 −0.01

1024 31.74 31.05 31.02 −0.72 −0.03

1536 33.69 33.15 33.10 −0.59 −0.05

2048 35.27 34.86 34.80 −0.47 −0.06

(b) Mobile & Calendar CIF@30 fps

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

64 — 23.69 25.80 — 2.11

128 — 28.16 29.27 — 1.11

256 31.29 31.31 32.01 0.72 0.70

512 34.53 34.34 34.40 −0.13 0.06

768 36.19 36.03 36.02 −0.17 −0.01

1024 37.56 37.49 37.47 −0.09 −0.02

1536 39.44 39.38 39.33 −0.11 −0.05

2048 40.98 40.98 40.93 −0.05 −0.05

(c) Foreman CIF@30 fps

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

64 — — 24.30 — —

128 — 23.00 25.30 — 2.30

256 — 25.58 26.80 — 1.22

512 27.70 28.18 28.80 1.10 0.62

768 29.45 29.81 30.10 0.65 0.29

1024 30.80 31.32 31.32 0.52 0.00

1536 32.83 33.51 33.49 0.66 −0.02

2048 34.63 35.40 35.35 0.72 −0.05

(d) Football CIF@30 fps

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

256 — 23.34 25.80 — 2.46

512 23.82 26.52 27.82 4.00 1.30

768 28.16 28.26 28.88 0.72 0.62

1024 30.13 29.42 29.70 −0.43 0.28

1536 32.34 31.22 31.20 −1.14 −0.02

2048 33.71 32.44 32.40 −1.31 −0.04

3000 35.19 34.15 34.09 −1.10 −0.06

6000 37.47 36.85 36.78 −0.69 −0.07

(e) City 4CIF@60 fps

kbps
MC- Nonscal. Scal.

(c)–(a) (c)–(b)
EZBC (a) MV (b) MV (c)

256 — 24.97 26.50 — 1.53

512 — 27.65 28.75 — 1.10

768 — 29.17 29.90 — 0.73

1024 29.61 30.26 30.80 1.19 0.54

1536 31.84 31.96 32.03 0.19 0.07

2048 33.09 33.18 33.15 0.06 −0.03

3000 34.73 34.93 34.90 0.17 −0.03

6000 37.65 37.89 37.85 0.20 −0.04

(f) Soccer 4CIF@60 fps
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Figure 12: Nonscalable versus scalable motion vectors.
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Figure 13: Effect of motion vector truncation.

(a) (b)

Figure 14: Effect of motion vector truncation. Mobile & Calendar, QCIF@30 fps—256 kbps: (a) with MV truncation; (b) without MV
truncation.
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Table 5: FIBME: fixed block sizes (FSBM) versus variable block sizes (VSBM).

kbps
MC- MV No MV

(c)–(a) (c)–(b)
EZBC (a) trunc. (b) trunc. (c)

64 — 18.47 18.53 — 0.06

128 — 22.09 22.78 — 0.69

256 24.41 24.42 25.95 1.54 1.53

512 25.96 25.55 27.83 1.87 2.28

768 26.26 25.88 28.41 2.15 2.53

1024 26.39 26.02 28.65 2.26 2.63

(a) Mobile QCIF@30 fps

kbps
MC- MV No MV

(c)–(a) (c)–(b)
EZBC (a) trunc. (b) trunc. (c)

64 — 19.84 19.98 — 0.14

128 21.25 22.91 23.46 2.21 0.55

256 25.81 25.15 26.34 0.53 1.19

512 27.06 26.27 27.98 0.92 1.71

768 27.33 26.56 28.40 1.07 1.84

1024 27.42 26.67 28.57 1.15 1.90

(b) Mobile QCIF@15 fps

kbps
MC- MV No MV

(c)–(a) (c)–(b)
EZBC (a) trunc. (b) trunc. (c)

64 — 25.04 25.16 — 0.12

128 21.84 29.36 30.18 8.34 0.82

256 32.75 31.66 33.50 0.75 1.84

512 34.40 32.97 36 1.60 3.03

768 34.99 33.48 37.16 2.17 3.68

1024 35.25 33.69 37.70 2.45 4.01

(c) Foreman QCIF@30 fps

kbps
MC- MV No MV

(c)–(a) (c)–(b)
EZBC (a) trunc. (b) trunc. (c)

64 — 27.24 27.53 — 0.29

128 30.28 30.07 30.93 0.65 0.86

256 33.62 31.81 33.43 −0.19 1.62

512 35.06 32.83 35.05 −0.01 2.22

768 35.44 33.07 35.49 0.05 2.42

1024 35.58 33.17 35.68 0.10 2.51

(d) Foreman QCIF@15 fps

at reduced spatio-temporal resolution. Furthermore, the se-
quences decoded with the proposed 2D+t codec are not af-
fected by blocking artifacts that appear in the MC-EZBC
codec, thus improving the subjective quality when they at-
tain the same objective performance.

4. CONCLUSIONS

In this paper, we present a fully scalable 2D+t video codec,
where we introduced novel algorithms in the motion estima-
tion and signaling part. The proposed fast motion estima-
tion algorithm is able to achieve good coding efficiency at a
fraction of the computational complexity of a full search ap-
proach. The scalable representation of motion information
improves the objective and subjective quality of sequences
decoded at low bitrates. Our current research activities in
this area focus on the study of rate-distortion optimal mo-
tion modeling in wavelet-based 2D+t video coding schemes.
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There is an increasing need to develop efficient “system-
level” models, methods, and tools to support designers to
quickly transform signal processing application specification
to heterogeneous hardware and software architectures such
as arrays of DSPs, heterogeneous platforms involving mi-
croprocessors, DSPs and FPGAs, and other evolving multi-
processor SoC architectures. Typically, the design process in-
volves aspects of application and architecture modeling as
well as transformations to translate the application models
to architecture models for subsequent performance analysis
and design space exploration. Accurate predictions are indis-
pensable because next generation signal processing applica-
tions, for example, audio, video, and array signal processing
impose high throughput, real-time and energy constraints
that can no longer be served by a single DSP.

There are a number of key issues in transforming applica-
tion models into parallel implementations that are not ad-
dressed in current approaches. These are engineering the
application specification, transforming application specifi-
cation, or representation of the architecture specification as
well as communication models such as data transfer and syn-
chronization primitives in both models.

The purpose of this call for papers is to address approaches
that include application transformations in the performance,
analysis, and design space exploration efforts when taking
signal processing applications to concurrent and parallel im-
plementations. The Guest Editors are soliciting contributions
in joint application and architecture space exploration that
outperform the current architecture-only design space ex-
ploration methods and tools.

Topics of interest for this special issue include but are not
limited to:

• modeling applications in terms of (abstract)
control-dataflow graph, dataflow graph, and process
network models of computation (MoC)

• transforming application models or algorithmic
engineering

• transforming application MoCs to architecture MoCs
• joint application and architecture space exploration

• joint application and architecture performance
analysis

• extending the concept of algorithmic engineering to
architecture engineering

• design cases and applications mapped on
multiprocessor, homogeneous, or heterogeneous
SOCs, showing joint optimization of application and
architecture
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Special Issue on

Video Adaptation for Heterogeneous Environments

Call for Papers
The explosive growth of compressed video streams and
repositories accessible worldwide, the recent addition of new
video-related standards such as H.264/AVC, MPEG-7, and
MPEG-21, and the ever-increasing prevalence of heteroge-
neous, video-enabled terminals such as computer, TV, mo-
bile phones, and personal digital assistants have escalated the
need for efficient and effective techniques for adapting com-
pressed videos to better suit the different capabilities, con-
straints, and requirements of various transmission networks,
applications, and end users. For instance, Universal Multime-
dia Access (UMA) advocates the provision and adaptation of
the same multimedia content for different networks, termi-
nals, and user preferences.

Video adaptation is an emerging field that offers a rich
body of knowledge and techniques for handling the huge
variation of resource constraints (e.g., bandwidth, display ca-
pability, processing speed, and power consumption) and the
large diversity of user tasks in pervasive media applications.
Considerable amounts of research and development activi-
ties in industry and academia have been devoted to answer-
ing the many challenges in making better use of video con-
tent across systems and applications of various kinds.

Video adaptation may apply to individual or multiple
video streams and may call for different means depending on
the objectives and requirements of adaptation. Transcoding,
transmoding (cross-modality transcoding), scalable content
representation, content abstraction and summarization are
popular means for video adaptation. In addition, video con-
tent analysis and understanding, including low-level feature
analysis and high-level semantics understanding, play an im-
portant role in video adaptation as essential video content
can be better preserved.

The aim of this special issue is to present state-of-the-
art developments in this flourishing and important research
field. Contributions in theoretical study, architecture design,
performance analysis, complexity reduction, and real-world
applications are all welcome.

Topics of interest include (but are not limited to):

• Heterogeneous video transcoding
• Scalable video coding
• Dynamic bitstream switching for video adaptation

• Signal, structural, and semantic-level video
adaptation

• Content analysis and understanding for video
adaptation

• Video summarization and abstraction
• Copyright protection for video adaptation
• Crossmedia techniques for video adaptation
• Testing, field trials, and applications of video

adaptation services
• International standard activities for video adaptation
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Multimedia Applications

Call for Papers
It is broadly acknowledged that the development of enabling
technologies for new forms of interactive multimedia ser-
vices requires a targeted confluence of knowledge, semantics,
and low-level media processing. The convergence of these ar-
eas is key to many applications including interactive TV, net-
worked medical imaging, vision-based surveillance and mul-
timedia visualization, navigation, search, and retrieval. The
latter is a crucial application since the exponential growth
of audiovisual data, along with the critical lack of tools to
record the data in a well-structured form, is rendering useless
vast portions of available content. To overcome this problem,
there is need for technology that is able to produce accurate
levels of abstraction in order to annotate and retrieve con-
tent using queries that are natural to humans. Such technol-
ogy will help narrow the gap between low-level features or
content descriptors that can be computed automatically, and
the richness and subjectivity of semantics in user queries and
high-level human interpretations of audiovisual media.

This special issue focuses on truly integrative research tar-
geting of what can be disparate disciplines including image
processing, knowledge engineering, information retrieval,
semantic, analysis, and artificial intelligence. High-quality
and novel contributions addressing theoretical and practical
aspects are solicited. Specifically, the following topics are of
interest:

• Semantics-based multimedia analysis
• Context-based multimedia mining
• Intelligent exploitation of user relevance feedback
• Knowledge acquisition from multimedia contents
• Semantics based interaction with multimedia
• Integration of multimedia processing and Semantic

Web technologies to enable automatic content shar-
ing, processing, and interpretation

• Content, user, and network aware media engineering
• Multimodal techniques, high-dimensionality reduc-

tion, and low level feature fusion
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Special Issue on

Super-resolution Enhancement of Digital Video

Call for Papers
When designing a system for image acquisition, there is gen-
erally a desire for high spatial resolution and a wide field-
of-view. To achieve this, a camera system must typically em-
ploy small f-number optics. This produces an image with
very high spatial-frequency bandwidth at the focal plane. To
avoid aliasing caused by undersampling, the corresponding
focal plane array (FPA) must be sufficiently dense. However,
cost and fabrication complexities may make this impractical.
More fundamentally, smaller detectors capture fewer pho-
tons, which can lead to potentially severe noise levels in the
acquired imagery. Considering these factors, one may choose
to accept a certain level of undersampling or to sacrifice some
optical resolution and/or field-of-view.

In image super-resolution (SR), postprocessing is used to
obtain images with resolutions that go beyond the conven-
tional limits of the uncompensated imaging system. In some
systems, the primary limiting factor is the optical resolution
of the image in the focal plane as defined by the cut-off fre-
quency of the optics. We use the term “optical SR” to re-
fer to SR methods that aim to create an image with valid
spatial-frequency content that goes beyond the cut-off fre-
quency of the optics. Such techniques typically must rely on
extensive a priori information. In other image acquisition
systems, the limiting factor may be the density of the FPA,
subsequent postprocessing requirements, or transmission bi-
trate constraints that require data compression. We refer to
the process of overcoming the limitations of the FPA in order
to obtain the full resolution afforded by the selected optics as
“detector SR.” Note that some methods may seek to perform
both optical and detector SR.

Detector SR algorithms generally process a set of low-
resolution aliased frames from a video sequence to produce
a high-resolution frame. When subpixel relative motion is
present between the objects in the scene and the detector ar-
ray, a unique set of scene samples are acquired for each frame.
This provides the mechanism for effectively increasing the
spatial sampling rate of the imaging system without reduc-
ing the physical size of the detectors.

With increasing interest in surveillance and the prolifera-
tion of digital imaging and video, SR has become a rapidly
growing field. Recent advances in SR include innovative al-
gorithms, generalized methods, real-time implementations,

and novel applications. The purpose of this special issue is
to present leading research and development in the area of
super-resolution for digital video. Topics of interest for this
special issue include but are not limited to:

• Detector and optical SR algorithms for video
• Real-time or near-real-time SR implementations
• Innovative color SR processing
• Novel SR applications such as improved object

detection, recognition, and tracking
• Super-resolution from compressed video
• Subpixel image registration and optical flow
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Intelligence Techniques for Power Line Communications

Call for Papers
In recent years, increased demand for fast Internet access and
new multimedia services, the development of new and fea-
sible signal processing techniques associated with faster and
low-cost digital signal processors, as well as the deregulation
of the telecommunications market have placed major em-
phasis on the value of investigating hostile media, such as
powerline (PL) channels for high-rate data transmissions.

Nowadays, some companies are offering powerline com-
munications (PLC) modems with mean and peak bit-rates
around 100 Mbps and 200 Mbps, respectively. However,
advanced broadband powerline communications (BPLC)
modems will surpass this performance. For accomplishing it,
some special schemes or solutions for coping with the follow-
ing issues should be addressed: (i) considerable differences
between powerline network topologies; (ii) hostile properties
of PL channels, such as attenuation proportional to high fre-
quencies and long distances, high-power impulse noise oc-
currences, time-varying behavior, and strong inter-symbol
interference (ISI) effects; (iv) electromagnetic compatibility
with other well-established communication systems work-
ing in the same spectrum, (v) climatic conditions in differ-
ent parts of the world; (vii) reliability and QoS guarantee for
video and voice transmissions; and (vi) different demands
and needs from developed, developing, and poor countries.

These issues can lead to exciting research frontiers with
very promising results if signal processing, digital commu-
nication, and computational intelligence techniques are ef-
fectively and efficiently combined.

The goal of this special issue is to introduce signal process-
ing, digital communication, and computational intelligence
tools either individually or in combined form for advancing
reliable and powerful future generations of powerline com-
munication solutions that can be suited with for applications
in developed, developing, and poor countries.

Topics of interest include (but are not limited to)

• Multicarrier, spread spectrum, and single carrier tech-
niques

• Channel modeling

• Channel coding and equalization techniques
• Multiuser detection and multiple access techniques
• Synchronization techniques
• Impulse noise cancellation techniques
• FPGA, ASIC, and DSP implementation issues of PLC

modems
• Error resilience, error concealment, and Joint source-

channel design methods for video transmission
through PL channels

Authors should follow the EURASIP JASP manuscript for-
mat described at the journal site http://asp.hindawi.com/.
Prospective authors should submit an electronic copy of their
complete manuscripts through the EURASIP JASP man-
uscript tracking system at http://www.hindawi.com/mts/, ac-
cording to the following timetable:

Manuscript Due October 1, 2006

Acceptance Notification January 1, 2007

Final Manuscript Due April 1, 2007

Publication Date 3rd Quarter, 2007

GUEST EDITORS:

Moisés Vidal Ribeiro, Federal University of Juiz de Fora,
Brazil; mribeiro@ieee.org

Lutz Lampe, University of British Columbia, Canada;
lampe@ece.ubc.ca

Sanjit K. Mitra, University of California, Santa Barbara,
USA; mitra@ece.ucsb.edu

Klaus Dostert, University of Karlsruhe, Germany;
klaus.dostert@etec.uni-karlsruhe.de

Halid Hrasnica, Dresden University of Technology, Ger-
many hrasnica@ifn.et.tu-dresden.de

Hindawi Publishing Corporation
http://asp.hindawi.com



EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING

Special Issue on

Numerical Linear Algebra in Signal Processing
Applications

Call for Papers
The cross-fertilization between numerical linear algebra and
digital signal processing has been very fruitful in the last
decades. The interaction between them has been growing,
leading to many new algorithms.

Numerical linear algebra tools, such as eigenvalue and sin-
gular value decomposition and their higher-extension, least
squares, total least squares, recursive least squares, regulariza-
tion, orthogonality, and projections, are the kernels of pow-
erful and numerically robust algorithms.

The goal of this special issue is to present new efficient and
reliable numerical linear algebra tools for signal processing
applications. Areas and topics of interest for this special issue
include (but are not limited to):

• Singular value and eigenvalue decompositions, in-
cluding applications.

• Fourier, Toeplitz, Cauchy, Vandermonde and semi-
separable matrices, including special algorithms and
architectures.

• Recursive least squares in digital signal processing.
• Updating and downdating techniques in linear alge-

bra and signal processing.
• Stability and sensitivity analysis of special recursive

least-squares problems.
• Numerical linear algebra in:

• Biomedical signal processing applications.
• Adaptive filters.
• Remote sensing.
• Acoustic echo cancellation.
• Blind signal separation and multiuser detection.
• Multidimensional harmonic retrieval and direc-

tion-of-arrival estimation.
• Applications in wireless communications.
• Applications in pattern analysis and statistical

modeling.
• Sensor array processing.
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