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Fast Tracing of Acoustic Beams and
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Abstract—The beam tracing method can be used for the fast
tracing of a large number of acoustic paths through a direct lookup
of a special tree-like data structure (beam tree) that describes
the iterated visibility information from one specific position. This
structure describes the branching of bundles of rays (beams) as
they encounter reflectors in their paths. For this reason, beam
tracing is suitable for real-time acoustic rendering even when the
receiver is moving. In this paper, we propose a novel technique
that enables the fast tracing of a large number of acoustic beams
through the iterative lookup of a special data structure that de-
scribes the global visibility between reflectors. The method enables
the immediate generation of the beam tree corresponding to an
arbitrary source location, which can then be used for path tracing
through direct lookup. In practice, this technique generalizes
the traditional beam-tracing method as it makes it suitable for
real-time acoustic rendering not just when the receiver is moving
but also when the source is moving. The method enables real-time
modeling of acoustic propagation and real-time auralization in
complex 2-D and 2-Dx1-D environments (e.g., vertical walls
limited by horizontal floor and ceiling), which makes it suitable
for applications of real-time virtual acoustics, immersive gaming,
and advanced acoustic rendering. Some experimental results show
the effectiveness of fast beam tracing with respect to the state of
the art in acoustic beam tracing.

Index Terms—Acoustic applications, acoustic beams, acoustic
reflection, reverberation.

I. INTRODUCTION

HE MOST widespread methods for the modeling of early
Tacoustic reflections in complex environments are based
on the geometric tracing of acoustic paths [1]. Starting from
the spatial distribution and the acoustic properties of the reflec-
tors and from the location and the radiation characteristics of
source and receiver (i.e., microphone), this method aims at re-
constructing the geometry of the acoustic paths as they propa-
gate through the environment. From this information, it is pos-
sible to visualize the spatial distribution of the paths, estimate
the sequence of reflections over time, and predict the spatial dis-
tribution of the acoustic pressure with a good degree of accuracy.

The literature is rich with techniques for efficiently tracing
paths, many of which share a certain degree of similarity with
ray tracing techniques developed for image rendering [2]-[4].
We recall, for example, the image source method [5]-[7] and
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radiosity [8]-[10]. Among the geometric solutions, however,
particularly efficient is that of beam tracing [11]-[15]. This
method implements the tracing of acoustic paths as a lookup
process of a specific data structure that describes the branching
of acoustic bundles of rays as reflections from walls take
place. The beam-tracing approach, in fact, enables a real-time
rendering of sounds in complex environments even when the
listening points (receivers) are moving. Beam tracing was
originally conceived by Hanrahan and Heckbert [11] for appli-
cations of image rendering, and then extended by Funkhouser
et al. [16] to the problem of audio rendering. In this method,
all reflectors are assumed to be piecewise planar, and all the
rays originated from a source which hit the same planar region
of the reflector are bundled up into beams. Every time a beam
encounters a reflector, the portion of beam that illuminates! that
reflector splits into a set of subbeams, each corresponding to
a different planar portion of the encountered reflector. As they
bounce around in the environment, beams keep branching out
and attenuating until they die out. The beam-tracing method
organizes and encodes this beam splitting/branching process
into a specialized data structure called beam tree. The con-
struction of the beam tree is based on an iterative visibility
evaluation process, usually based on spatial subdivision. Once
the beam tree is available, the path tracing becomes a very
efficient process. In fact, given the location of the listening
point (receiver), we can immediately determine which beams
illuminate it through a lookup of the beam tree data structure.
This enables a real-time auralization of the acoustic source
even while the receiver is moving. However, moving the source
requires the construction of a new beam tree, which is generally
a computationally demanding task. As a consequence, the
computational effort of the beam-tracing method turns out to
be unevenly divided between the beam tracing and the path
tracing phase [17].

What makes the beam-tracing method particularly interesting
is the fact that paths are determined by looking up a data struc-
ture that describes in an organized fashion all possible paths that
depart from a given source location. It is thus quite natural to
wonder whether a similar method can be devised for the con-
struction of a beam tree. This question can be more precisely for-
mulated as follows: is it possible to construct the beam tree cor-
responding to a specific source location by looking up a higher
order data structure that describes the beam trees that depart
from all possible source locations?

We recall that the beam tree can be seen as a data structure
that describes the regions that are visible (either directly or after
reflections) from a given source location, as a function of the

1Given the similarities between ray tracing in image rendering applications
and path tracing in acoustic modeling applications, throughout this paper we
will often use terms like visibility, line of sight, illuminated region, etc.
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receiver position. What we now need is a data structure that de-
scribes the regions that are visible from a given source location,
as a function not just of the viewing angles but also of the source
location itself. This information, in principle, can be precom-
puted using the environment’s geometry only.

Traditional solutions to the visibility evaluation problem ad-
dress specific cases of visibility of a region from a point (re-
gional visibility, useful in beam tracing), or visibility along a
line (used in ray tracing) [18]. In the past few years, however,
some works have appeared in the literature which deal with
the evaluation of global visibility, i.e., the visibility of a region
from a region (a rather complete interdisciplinary survey on the
matter can be found in [19] and [20]). The literature proposes
several effective representations that primarily differ in the way
source and receiver locations are parameterized to describe vis-
ibility. In this parameter space (ray space or line space), a ray
departing from a generic source is always represented as a point,
and the set of rays (each identified by a source location and a lis-
tening direction) that hit a given reflector are represented by a
(visibility) region.

In this paper, we will encode and organize the global visi-
bility information in such a way to enable an immediate con-
struction of a beam tree through an iterative visibility lookup
process [21]. This will allow us to generalize the beam tracing
method in such a way to model not just moving receivers but
also moving sources in real-time. An in-embryo version of this
approach was already presented in [21]. In this paper, this ap-
proach is generalized, as all geometric primitives involved in its
development (rays, beams, reflectors, sources and receivers) are
more correctly defined and described as oriented entities. This
will have an impact not just on the symmetry and the elegance
of the approach, but also on the implementation, which will turn
out to be easier to handle. We also extend the validity of the 2-D
beam tracing approach described in [21] to other types of envi-
ronments, such as the Cartesian product of a 2-D and a 1-D envi-
ronment (e.g., the 2-D x 1-D environments described by vertical
walls ending in perpendicular floor and ceiling).

The 2-Dx 1-D case is very significant in sound auralization
applications because it well models propagation in complex
building interiors, in urban outdoor environments, etc.

In Section II, we will define the visibility problems and revisit
the tracing algorithms (ray and beam tracing) in accordance with
the corresponding visibility definition. We will then define the
key concept of global visibility.

In Section III the relationship existing between the global
visibility and visibility from a point is shown. In particular,
Section III illustrates that the global visibility can be profitably
replaced with a collection of visibilities from the reflectors. The
rest of Section IIT shows that the beam tree can be constructed
through a recursive lookup on the global visibility data struc-
ture, which is equivalent to building a visibility tree.

Section IV provides an assessment of the achievable speedup
obtained with the proposed approach. Section V proposes a
simple example of implementation of the fast beam-tracing al-
gorithm for applications of fast acoustic rendering. Conclusions
and future developments are provided in Section VI.

II. VISIBILITY AND THE TRACING PROBLEM

As we are particularly interested in the characterization of
beam tracing as a problem of visibility from a point in space, a

RRP

Fig. 1. RRP: The location of the intersection with the reference reflector and the
angular coefficient of the ray at the intersection point are used as ray parameters.

more detailed discussion on what a beam is and what it implies
is in order.

The first step is to find a mapping from the geometric do-
main to the ray space that works as a minimal parametrization
for rays. In general, a ray in a 2-D geometric domain can be
readily specified by three parameters (two for the coordinates
of the origin and one for the direction of the ray). This, how-
ever, turns out to be a redundant parametrization, as the rays
that we are interested in are always bound to pass through some
reflector (reference reflector); therefore, they can be more effi-
ciently described by a pair of parameters. For example, we can
adopt a parametrization based on the location and the angular
coefficient of the ray at the point of intersection with the re-
flector. This parametrization is here referred to as the reference
reflector parametrization (RRP), and is shown in Fig. 1.

Here, for the sake of simplicity and with no loss of generality,
the frame is chosen so that the reflector will lie on the y axis.
This way, a generic ray is defined by the equation y = mz + ¢
where ¢ is the point of intersection between the ray and y axis,
and m = tan f is the ray’s angular coefficient, 6 being the angle
between the ray and the x axis.

Although the RRP is referred to a frame that is attached to a
specific reflector, we will see that this choice does not represent
a limitation for visibility evaluation purposes because of the it-
erative nature of the process itself.

A beam is a compact bundle of acoustic rays that originate
from the same point (e.g., a source) and fall onto the same re-
flector (see [12]). It is completely defined by an origin and the
(connected) illuminated region of an arbitrary cutting surface
(typically the reflector of incidence). A beam can be visualized
in ray space as the set of parameters corresponding to all of its
rays. The region of the ray space corresponding to a beam is
generally a portion of a 1-D curve. If we adopt the RRP, this re-
gion becomes a region of a line, as shown in Fig. 2.

Beams can be profitably arranged in a data structure called a
beam tree. At the root of the tree is the source, while the chil-
dren of node i refer to those subbeams that branch out from the
reflection of beam ¢ with a reflector in the environment. An ex-
ample of a beam tree is shown in Fig. 3(a) and (b).

It is quite apparent from the above discussion that beams
can be cast only with the knowledge of the source location
and the environment’s geometry. When the receiver is speci-
fied as well, the paths linking source and receiver can be deter-
mined. Every time a beam falls onto the receiver, we have a path
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Geometric domain Ray domain

a

() (b)

Fig.2. Abeam iscompletely characterized by its origin and the set of directions
of its rays: r, and r. are the start and the end rays of the beam, while r, and
rp are two rays inside the beam (a). Using the RRP, the parameters of all rays
of the beam lie on a portion of a line in ray space. The points corresponding to
rays rs, e, 'q and ry are shown.
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Fig. 3. Recursive beam tracing and beam tree building. Step (a) Beams are
emitted from the source location. Some of them fall onto walls and others meet
areflector at infinity. The corresponding beam trees are shown on the right-hand
side. At the root of the beam tree is the source. Step (b) Reflection of beam b3.
In the beam tree this corresponds to generating the children of node b;.

linking source and receiver. The path can be readily determined
using the sole information stored in the beam tree. As already
explained in Section 1, however, there is a significant gap be-
tween the computational effort required for tracing beams and
that for finding paths as the former needs an evaluation of vis-
ibility while the latter only needs a beam-tree lookup (see [17]
and [16]). Different solutions have been carried out to overcome
this problem. A very popular one is represented by the binary
space partitioning technique [22], [23]. This particular approach
was used not just for beam tracing but also for visibility tests in
image-source methods [24].

In order to turn beam tracing into a lookup process, we need
to have a closer look at the global visibility evaluation problem
and, in particular, we need to characterize the process of beam
splitting at a reflector.

At any time during the iterative beam-tracing process, a beam
is always defined by an origin and by the region of the reflector
that is illuminated by that beam. It is thus quite natural to refer
to the reflector that defines the current beam of the iterative
beam-tracing process as the current or reference reflector and
adopt the RRP as the reference frame. In fact, the current beam
(originated from a previous reflection) travels from the (virtual)
source through the reference reflector and eventually hits other

reflectors. These new reflectors decide how the beam will split.
Our goal is to pre-evaluate the visibility of the next reflectors
from the reference reflector in an offline phase, and just look it
up as we trace beams in space.

We would be tempted to pose the problem in the following
terms: which portions of which reflectors are visible from an
arbitrary point in space through the current reflector?

This way of formulating the problem, however, results in
having to construct visibility functions that, in the 2-D tracing
case, depend on three parameters (two source location coordi-
nates and one angle of view). Fortunately, having chosen the
RRP our ray space turns out to be 2-D. This fact can be intu-
itively explained by the fact that visibility does not depend on
where along the line of sight the source is. Similar ideas were
exploited in [25] and [26] to reduce a 5-D plenoptic function to
a 4-D visibility function (lumigraph).

In order to derive the iterative visibility lookup process, it
is important to define the concept of “oriented” reflector as a
planar region in space that reflects only on one side. In the 2-D
case, this can be seen as a segment, only one side of which is
reflective. Let us consider two planar oriented reflectors s; and
5;. The orientation of such reflectors is specified by unit vectors
n; and n;, respectively, which are perpendicular to the segment,
and pointing outward from the reflective face. We will say that
a ray oriented like the unit vector n illuminates the reflector s;
when it passes through it and n - n; < 0 (incidence condition).
A similar definition can be given for the incidence condition of a
beam: we will say that a beam illuminates the reflector s; when
all of its rays pass through it and all of the rays n(m, ¢) of the
bundle satisfy the incidence condition n(m, ¢) - n; < 0, where
m and ¢ are the angular coefficient and the location of the ray
at the reference reflector (see definition of RRP, Fig. 1). It is not
difficult to realize that if the incidence condition is satisfied by
one of the rays of the beam, then it is satisfied by all the rays of
the beam.

Slightly more general is the case of incidence condition of an
arbitrary beam passing through the reference reflector s; and the
reflector s;. In this case, we can check the incidence condition
by checking whether s; and s; face each other. This can be
readily verified by checking whether n; - n; < 0, as long as
the lines where the two reflectors lie do not cross on any of the
two reflectors.

In order to define the visibility region of s; from s;, we first
define the visibility of s; and the visibility from s;, and then we
combine them together through region intersection.

In accordance to the definition of the RRP, our reference
frame is defined so that the x axis will be aligned with the
unit vector n;, and the reflector s; lies on the y axis. We can
generally assume that the ray’s orientation n is always in
agreement with the orientation of the reference reflector s;, i.e.,
n-n; > 0 (ray’s admissibility condition). This is a consequence
of the fact that we are considering the visibility from behind the
reference reflector as, during the iterative tracing of beams, the
source is always a virtual one (see end of Section II).

If the reference reflector were of infinite extension, the region
of visibility from it would be the whole ray space

R ={(m,q): —oco <m < oo, —00 < g < oo}
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Our reference reflector s;, however, is of finite extension qgl) <

q< qg), therefore the region of visibility from that reflector is
R, = {(m./q) 1 —oo < m < 00, qgi) <g< qgi)}.

The region of visibility of the reflector s; with respect to

the reference frame specified before is given by the coordinates

(m, q) corresponding to all possible rays n(m, q) that intersect
the reference line z = 0 and illuminate s;

R’ = {(m,q) : n(m,q)-n; >0, n(m,q)-n; < 0}.

We will show later that this region is generally shaped like a
wedge in ray space, and that for a double-faced reflector we end
up with a region shaped like a double wedge (see Fig. 5).

The region of visibility of reflector s; from reflector s; is
given by the set of rays passing through s; and s; and belonging
to

RI = {(m,q) ) < g <,

n(m,q)-n; >0,n(m,q) -n; < 0}.

The set Rg corresponds, quite clearly, to the intersection of the
two regions

RI=RiNRI.

The evaluation of the global visibility consists of computing
all regions of visibility of any oriented reflector from any ori-
ented reference reflector (the two sides of a reflector are treated
like two separate reflectors).

In the next section we will show how global visibility can be
used for an iterative on-the-fly construction of the beam tree. In
particular, we will see that a source can also be represented in
ray space, as the set of all possible rays cast from the source lo-
cation. This set corresponds to a line in ray space. The visibility
of areflector from the source is thus the result of the intersection
between the line that represents the source in ray space, and the
visibility region of the reflector. This means that the visibility of
a reflector from a point can be defined as the result of a lookup
process on the global visibility.

III. VISIBILITY

The goal of this section is to describe the iterative process
for constructing a beam tree starting from the global visibility
and the source location. We will first specialize our ray space
through a particular choice of RRP that facilitates the tracing of
beams. For reasons that should already be quite apparent (see
Section II) we will refer to this specific choice of ray space as
the dual (ray) space.

A. Specialized RRP

Let s; be the reference reflector from which we want to com-
pute the visibility (in a 2-D space). For reasons of efficiency
that will become clearer later on, we choose a reference frame
(), y®)) that normalizes the reflector s; through a rotation,
a translation, and a scaling. We do so in such a way that the

1 g
Bqo.1) y( +1
m
X0
A1)l 1
(a) (b)

Fig.4. (a) Specialized RRP and (b) the set of rays passing through the reference
reflector in the (112, ¢) domain (visibility region from the reference reflector).

normalized reflector will lie on the y(*) axis between the coor-
dinates —1 and 1. The first step is to perform a translation of
the coordinate reference system so that the origin will coincide
with the reflector’s center. Let (7, (V) and (—z(?), —5(") be
the endpoints of the reference reflector after the translation, and
let « be the angle between the vector (Z(*), 7()) and the z axis.
The normalization of the geometric domain can be performed
as

o] = or [

cos(a£7/2) | | 7®
ey

sin(a & 7/2) } {:p(i)}

|

a = atan @
RONE

Choosing ar+7/2 or o — /2, we select one of the two rotations
that bring the segment on the 3 axis. The reference reflector
divides the space (x(),4(")) into two halfspaces: (") > 0 and
(M < 0.

The set of rays passing through s; is described by the equa-
tion ¥y = ma( + g where —1 < ¢ < 1 and —0o < m < .
Fig. 4 shows the reflector s; referred to the normalized frame in
the geometric domain (left). The corresponding region of visi-
bility from the reference reflector is the horizontal strip (refer-
ence visibility strip) in the dual space (right).

It is important to notice that, according to the image source
principle, we should not consider occlusions on the part of re-
flectors that lie in the same halfspace of the virtual source. For
example, we could have an oriented reflector placed between
the virtual source and the reference reflector, facing the source.
Although this configuration does not violate either the ray’s ad-
missibility condition or the incidence condition (see Section II),
this is clearly a reflector to be discarded. As a convention, in the
future we will use the rotation which brings the image source in
the halfspace z(*) < 0.

B. Geometric Primitives in Ray Space

As already seen above, the ray space turns out to play a sim-
ilar role as the dual of a geometric space. The duality between
geometric primitives, and the corresponding primitives in ray
space, in fact, exhibits numerous symmetries that will become
apparent in the following subsections.
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Fig.5. Dual of a segment: the dual of the segment in (a) are the shaded regions
of the ray space in (b).

1) Dual of a Point: Let us consider a point P() = (z(9), ()
in the normalized geometric domain that is referred to reflector
i. The lines passing through P(%) are represented by the equation

g=y" —mz®. )

The set of points that satisfy (2) form a line in the dual ray space.
2) Dual of a Reflector: A two-sided reflector (segment)
is completely specified in the geometric domain if we fix its
endpoints P (z{”, 4"y and P{? (2", 4{"). The dual of such
points in the ray space are the lines [y : ¢ = —mxgi) + yli) and
. The intersection point of the lines [y

12 g = —mxgi) + ’ljg)
and /5 in the ray space is determined as in (3):
@ .())

Y

RO

T L O (Y
o _ @ 7
Ty — Ty

3)

mg; = -

(2 a:gz)
The dual of all intermediate points between P; and P, is repre-
sented by the set of all lines whose slopes are between those of
l1 and l5. This set of lines can be seen as the dual of a nonori-
ented reflector (see Fig. 5).

When z{" = 2§ (i.e., the reflector is parallel to the refer-
ence one) the (m, q) coordinates of the intersection point go to
infinity, which means that the lines /; and [, are parallel.

3) Dual of an Oriented Reflector: The dual of an oriented
(one-sided) reflector is the set of rays that fall onto just one of
the two faces of the reflector. In order to obtain this region of vis-
ibility, we follow a simple geometric procedure to assess which
face of the reflector is hit by a generic ray. Each reflector is char-
acterized by the vectors v\ and v$” which go from P to P
and vice versa, res 'ectively. A counterclockwise rotation of the
vectors'vgz) and y;) of 7 /2 radians returns the new pair of vec-
tors Vl(fl) and V](fz), each pointing to one of the two halfspaces
singled out by the segment PQ(Z)PQ(Z).

In the next steps of the beam-tracing algorithm, using the in-
cidence condition described in Section II, we determine which
one of the two faces of the segment is hit by the ray r,. The
conditions to test are

v]()"l) -ty <0, VI()? -rg < 0.
The correct side of the reflector is the one that satisfies the above
condition (see Fig. 6).

In order to show how to derive the dual of the oriented re-
flector P{Y P{*) with orientation v,,,, let us consider the con-
figuration of the left-hand side of Fig. 7. The ray r; hits the
reflector on the face identified by v, , unlike r,, which hits it

1 1
ky( ) wj e Ay( )
® ®

S1 S1

— > s

(@) (b)

Fig. 6. Test on the ray direction to determine which face of the reflector is hit
by the ray.

positive

A

¥ q
4

Ia a0
S1 p P,
v X

Vp1 m

p

(a) (b)

Fig. 7. Dual of an oriented reflector: the ray r, is not included in the dual of
the oriented reflector because it hits the reflector on the wrong side.

on the other side. The dual of the reflector P{”) P{*) with orien-
tation v,,, is shown on the right-hand side of Fig. 7.

Indeed, the dual of a two-sided reflector is the union of the
duals of the one-sided reflectors corresponding to its two faces
(each wedge-shaped).

4) Visibility Region: All rays originated from the reference
reflector s; form the region of visibility from that reflector. After
normalization, this region takes on the strip-like shape described
in Fig. 4. The rays originating from the reference reflector that
hit a limiting reflector s;, however, will only form a subset of
this strip (see Fig. 4), as it is the intersection between the dual
of s; and the dual of s; (reference visibility strip). As shown
in Fig. 8, according to the geometric configuration of reflectors,
different situations can be encountered in the (m, ¢) domain.

The intersection of the dual of s; and the visibility strip is
called visibility region of s; from s;. Once the source location
is specified, the set of rays passing through s; and s; and de-
parting from that location will constitute a subset of the visibility
region of s;. This is, in fact, a crucial point of our procedure be-
cause, as we will point out later on, this subset is, specifically,
a (1-D) segment. This means that determining visibility from a
point (beam) corresponds to a local linear scanning of a visi-
bility region. The main advantage of the visibility approach to
the beam tracing problem resides in the fact that we only need
geometric information about the environment to compute the
visibility regions. For this reason, the visibility information can
be computed in advance, while the linear scanning is the only
operation done on the fly.

5) Dual of Multiple Reflectors: Visibility Maps: When there
are more than two reflectors in the environment, we must con-
sider the possibility of mutual occlusions. When that happens,
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Fig. 8. Different shapes of visibility regions for beam tracing. (a) Refers to a
segment which is completely visible from the reference reflector, (b) and (c)
refer to segments which are not completely visible from the reference reflector.
Reflector in (d) has both faces visible from different portions of the reference
reflector.

the relative visibility regions end up overlapping. Sorting out
which reflector occludes which corresponds to determining
which visibility region overrides which in their overlap. An
example of this sort is shown in Fig. 9, where the two reflectors
s1 and s9 are in a partially occluding configuration with respect
to the reference reflector. In order to determine which visibility
region overrides which in the overlap, we can simply shoot
a test ray (whose coordinates in ray space (m,q) are picked
within the overlap), find the order in which reflectors are hit by
the ray, and sort the visibility regions in front-to-back order.
The resulting collection of visibility regions constitutes the
visibility diagram of the reference reflector: for each (m, q)
pair, the visibility diagram returns the index of the first reflector
hit by the (m, q) ray.

The collection of visibility maps of all the reflectors deter-
mines the global visibility.

A problem arises when the reflectors are in a configuration
similar to that of Fig. 10. If s; is the reference reflector, we end
up having an occlusion between s, and s3, which needs to be
solved. We immediately notice that, if we do not consider each
reflector as a pair of oppositely facing oriented reflectors, the
occlusion problem cannot be disambiguated: in fact for some
rays so occludes s3, while for other rays s3 occludes s». We
know that a two-sided reflector corresponds to a double wedge
in ray space. As each oriented side of the reflector corresponds
to one of these two wedges, the ambiguity problem can now be

y
R
A q
X S
So - 2
m
o \ S3
S1 N

(b)

Fig. 9. Example of occlusion between reflectors and corresponding overlap
of the visibility regions. (a) For some rays, the reflector s; is occluded by s2.
(b) The parameters of all occluded rays form a region of overlap between visi-
bility regions in ray space. In order to determine which region overlaps which,
it is sufficient to cast a test ray.
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Fig. 10. Ambiguity in the occlusion between two nonoriented reflectors s, and
s3. For some rays (e.g., 7, ) s2 occludes s3. For other rays (e.g., 7, ) s3 occludes
Sa.

overcome. The right-hand side of Fig. 10 shows the visibility
regions of sy and s3 sorted in front-to-back order.

6) Dual of a Beam: During the iterative tracing, the beam
is completely specified by an origin (virtual source) and by its
region of intersection with the reference reflector (which is the
reflector’s region that the reflected sound radiates from). How-
ever, starting from this information, we could define our beam
as either a bundle of lines or as a bundle of oriented rays.

If the beam is defined as a bundle of lines passing through the
origin and covering a preassigned angular region, i.e., a nonori-
ented beam (a double wedge), then its dual [ is a segment in ray
space, i.e., a subset of the line that represents the dual of the
origin of the beam (see Fig. 11). If, on the other hand, the beam
is defined as a bundle of oriented rays, i.e., an oriented beam
(a single wedge), then its dual is an oriented (one-faced) seg-
ment. This was to be expected because there exists a complete
duality relationship between geometric space and ray space, and
we had already established that the dual of an oriented segment
is an oriented beam (a single wedge).

The information of orientation (in geometric space or in ray
space) is important whenever we need to check the incidence
condition. For example, we know which one of the two wedges
of a nonoriented beam crosses the reference reflector, but we
need to check the incidence condition if we want to determine
how the beam splits when it encounters the next reflectors.
Notice that the incidence condition can be verified directly in
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(b)

Fig. 11. Dual of a beam as the intersection of the reference strip, the visibility
region of the limiting segment, and the dual [ of the point P(x, y). The lines
(m1, q1) and (m2, ¢2) which limit the beam are transformed in the dual space
into the two endpoints of the beam. Intermediate points in the dual space be-
tween (1, ¢1) and (mo, g2) correspond in the geometry to intermediate lines
between the end ones.

geometric space, in which case we will retain the orientation
information of the beam; or in ray space, in which case we
will retain the orientation information of the dual segment (see
Section III-C).

The dual of a beam is a key concept for our tracing process
because we intend to evaluate visibility in ray space. The fact
that the dual of a beam is a segment, in fact, reduces the vis-
ibility evaluation problem to a 1-D lookup, which results in a
tremendous speedup of the tracing process.

This can be readily seen, for example, when evaluating the
splitting of a beam at a limiting reflector. We want to deter-
mine which of the rays that originate from P (z ("), y()) and pass
through the illuminated region of the reference reflector end up
hitting a limiting reflector. We do so by scanning the intersec-
tion between reference strip and dual of the limiting reflector
over the segment /.

The situation is summarized in Fig. 11: the segment [q1, ¢2]
limits the illuminated region of the reference reflector and
the origin of the beam is in P(z("),y(*)) (left-hand side). The
corresponding situation in the ray space is on the right-hand
side: the lines (m1, ¢1) and (ma, ¢2) which limit the beam are
transformed in the dual space into the two endpoints of the
beam. Intermediate points in the dual space between (1, q1)
and (ma, g2) correspond in the geometry to intermediate lines
between the end ones.

7) Summary of Dualities: The fact that ray space is seen
as the dual of the geometric space means that a nonoriented
ray (a line) maps onto a point. Similarly, an omnidirectional
source/microphone (a point or, equivalently, a pencil of nonori-
ented rays) is represented by a (nonoriented) line. One different
way to look at this duality is to consider a nonoriented reflector
of infinite extension (again a line), which corresponds to a
point (an omnidirectional beam). Similarly, an omnidirectional
beam in ray space is represented by an infinite line (a two-sided
reflector).

When dealing with limited extensions, things start getting
more interesting. For example, the dual of a finite reflector (in-
deed a segment) is a beam and the dual of a beam is a segment,
and there exists the same duality between oriented reflectors
and oriented beams. This means that there is a distinction also
between omnidirectional sources (bundles of outgoing oriented
rays) and omnidirectional listening points (bundles of incoming
oriented rays), which correspond to infinitely extended oriented
lines. Of course this last duality works the other way around too.

TABLE I
PRIMITIVES IN THE GEOMETRIC DOMAIN AND THEIR
CORRESPONDING REPRESENTATION IN RAY SPACE

Geometric space
Omnidirectional bundle of
non-oriented rays
Omnidirectional bundle of
outgoing rays (source)
Omnidirectional bundle of
incoming rays (receiver)
beam (double wedge)
two-sided reflector
oriented beam (single wedge)
one-sided reflector
(oriented) beam splitting
incidence relation
intersection
(illumination condition)

Ray space
Non-oriented ray or
two-sided infinite reflector

one-sided infinite reflector

one-sided infinite reflector

two-sided reflector
beam (double wedge)
one-sided reflector
oriented beam (single wedge)
(one-sided) reflector fragmentation
incidence relation

intersection

(illumination condition)

Fig. 12. Beams traced from (a) the source location and (b) the corresponding
beam tree.

The above duality is not limited to just geometric primitives,
but it also extends to geometric relations. For example, the in-
cidence relation between an oriented beam and an oriented re-
flector corresponds to the same incidence relation between the
dual of the beam (reflector) and the dual of the reflector (beam).

Table I summarizes some geometric primitives and relations
and their representation in the (m, ¢) ray space.

C. Visibility From a Source in Ray Space

Now we have all the information that it takes to explain the
iterative construction of a beam tree. We will do so using an
example.

Consider the configuration of reflectors shown in Fig. 12(a).
The first step of the algorithm consists of determining how the
complete pencil? of rays produced by the source is partitioned
into beams. This is done by evaluating the visibility from the
source using traditional beam tracing. Notice that we could also
evaluate this visibility directly in the ray space, but this would
entail the definition of a reference frame that is not attached
to any reference reflector (very first iteration), with consequent
complications in the incidence conditions.

This initial splitting process produces two classes of beams:
those that are limited by a reflector and those that are not. The
beams and the corresponding beam tree are shown in Fig. 12(a)
and (b), respectively. Beams b1, b2, b3, and b5 are limited by
a reflector, while beams b4 and bg continue their propagation
towards infinity; therefore, they are no longer considered in the
next iterations.

2A pencil is the set of all rays that are bound to pass through a preassigned
point.
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Fig. 13. Beams traced from (a) the source position and (b) the corresponding
normalization.
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Fig. 14. (a) Beam subdivision for the set of rays in Fig. 13. (b) Traced beams
in the unnormalized geometric domain. (c) Beam tree data structure.

Let us consider the splitting process applied, for example, to
beam b3 (similar considerations will apply to the other beams).
As a first step, we determine the image source of s by mir-
roring the source about the reference reflector s3. In order to
use the visibility diagram of the reference reflector, we need to
normalize the source location. The two steps (generation of the
image source and normalization) are shown in Fig. 13(a) and
(b), respectively. As explained in Section III-B4, the generation
of the beam corresponds to the intersection of the visibility di-
agram with the line [ dual of the image source position. The
line / is made of a number of segments, each corresponding to
a portion of the line / lying on a visibility region of the visi-
bility diagram. The beam-tracing subdivision of the example in
Fig. 13(b) is illustrated in Fig. 14. In (a), the beam subdivision is
accomplished in the (m, ¢) domain, while in (b) the beams cor-
responding to the segments in (m, ¢) domain are traced. In (c),
the resulting beam tree structure is illustrated. Beams b7, by, and
b12 proceed to infinity and correspond to unlabeled segments in
the visibility diagram, while beams bg, bs, and b1, are blocked
by reflectors.

A number of parametrizations of beams can be devised. The
vectors are oriented in order to guarantee that a point inside the
beam is always on the right of these vectors, as shown in Fig. 15.

4]

P

Fig. 15. Beam parametrization by memorizing the vectors containing the re-
gion contained in the beam.

The proposed parametrization has the advantage of speeding up
the test that checks the presence of the receiver in the traced
beams.

D. Beam Tracing as an Iterative Lookup

The iterative procedure detailed in the previous section is car-
ried out for all the beams limited by a reflector. To summarize,
we start with defining an image source for each limiting reflector
of the previous iteration. For each one of these reflectors, we
carry out the splitting process. This works by normalizing the
geometric domain with respect to it, and by considering the in-
tersection between the visibility diagram of the reflectors with
the dual of the current image source (angular sector of the image
source). This operation generates a number of subbeams. Some
of them proceed to infinity, others are blocked by reflectors and
therefore they originate a new branching. As new beams are
born, the beam tree data structure gets updated. The recursive
procedure stops when the beam tree reaches a preassigned order
or reflection or when the beams die out (i.e., when they are at-
tenuated below a preassigned threshold of magnitude).

E. Path Tracing as an Iterative Lookup

As explained before, path tracing is here intended as a
point-to-point (source-to-receiver) visibility check. Once the
receiver location is specified, a simple iterative procedure looks
up the beam tree. Each node in the tree corresponds to a beam,
and the presence of the receiver in the beam is checked through
a simple geometrical test [16]. Different implementations of the
test can be devised, according to the beam’s parametrization.
Using the parametrization in Fig. 15, the presence test consists
only of verifying that the receiver is on the right-hand side of
all the vectors v;,72 = 1, ..., 4 that parametrize the beam. This
testing is carried out by computing the scalar products between
the vector pointing to the receiver and each one of the vectors
vi,t = 1,...,4.

IV. EXPERIMENTAL RESULTS

In this section, we discuss some implementation aspects of
the aforementioned fast tracing algorithm.

This section is divided into three subsections. We will first
consider how we can account for reflections from ceiling and
floor under some assumptions on the environment’s geometry.
We will then provide the results of some test experiments, ob-
serving the computational time for the visibility diagram, the
beam tree, and the filter update.
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Fig. 16. Reflections on floor and ceiling when the number of reflection n is
oddoreven (n = 1 orn = 2).

A. Modeling Reflections in 2-Dx 1-D Environments

In many visibility computation problems, it is quite simple to
extend to the 3-D case solutions that are originally conceived in
2-D (see for example [28]). The extension of 2-D beam tracing
to a 3-D environment, however, is not a trivial problem. What
prevents us from generalizing the results in that direction is the
fact that concepts of duality cannot be directly extended from
2-D to 3-D. Similar considerations are made in [18] and [29].

A direct extension of the concepts described in the previous
section is quite straightforward if we assume that the 3-D envi-
ronment is a separate Cartesian product between a 2-D floormap
and a 1-D vertical distribution of interfaces (separable environ-
ment). An example of this kind of environment is the general-
ized cylinder: floor and ceiling are parallel and perpendicular to
walls. It is also easy, however, to accommodate transmissions
between different floors in a building that preserves the same
floormap, or to accommodate a ceiling-floor material distribu-
tion (reflectivity) that changes with the floormap location.

Separable environments have been already treated in litera-
ture; see for example [18] and [29]. The extension of the 2-D
beam tracing to 2-D x 1-D environments passes through the
generation of a number of image sources by the recursive re-
flection of the source on floors and ceilings. This “path multi-
plication” stage is repeated for each acoustic path. Each image
source generated in this stage corresponds to a reflective path
between source and receiver and bouncing on floors and ceil-
ings. Let H be the height of walls, Ax be the distance between
source and receiver along the horizontal path, and h and h,. be
the height of the source and the receiver, respectively. In order to
determine the angles between the ray and the ceiling and the ray
and the floor, we need to distinguish between the cases when n is
even or odd, n being the total number of times the ray bounces
on floor and/or ceiling. The notation used to represent the an-
gles formed by the rays and the floor and between the rays and
the ceiling is described in Fig. 16 for the cases of n being odd
(n = 1) oreven (n = 2). Angles a to ¢ are provided as follows:

a = atan <H(n—1)+h _hs> n even 4)
PR— <Hn—1 ) + he —h) peven )

- (H" hs = ) n odd 6)
6—atan<Hn_2+h +h> odd. (7

y[m]

Il
5 0 5 10 15 20 25
x[m]

Fig. 17. Example of variable-geometry test environment. The 8 m x4 m rooms
are all connected by randomly located apertures.

B. Experimental Results and Performance Evaluation

In order to evaluate the effectiveness of the proposed ap-
proach we tested the algorithm on several types of environments
of controlled complexity.

One type of controlled-complexity environment is shown in
Fig. 17. The environment is made from a variable number of
8 mx4 m rooms connected together by an access that is ran-
domly placed on the 8-m side. An N-room will thus have 4V
reflective walls. We tested the algorithm with 20, 40, 80, 120,
320, and 640 such walls. This environment’s configuration will
be later referred to as “variable geometry.”

The second type of environment is similar to the previous one
but the location of the apertures is now fixed at the center of the
8-m walls. This configuration will be later referred to as “fixed
geometry.” We tested the algorithm with fixed geometry, again,
with 20, 40, 80, 120, 320, and 640 such walls.

It is important to underline that with these two types of mod-
ular environments only a small number of walls are, in fact, vis-
ible from a generic source location. In order to evaluate the ef-
fectiveness of the algorithm in situations of complete visibility,
we also conducted a number of simulations on a convex polyg-
onal environment like that of Fig. 18, with an increasing number
of walls: 5, 10, 20, 30, 80, 160, 320, and 480.

The tests were conducted with an Intel Mobile Pentium pro-
cessor equipped with 1 GB of RAM, in order to:

* measure the building time of visibility diagrams;

e compare the beam tree’s building time of visibility-based
beam tracing with that of traditional beam tracing based on
[11];

* measure path tracing time;

* measure the number of traced paths.

1) Visibility Diagram Building Time: The building time of
visibility diagrams is shown in Fig. 19 together with its cubic
fitting curve for the variable-geometry environment.

The fact that the fitting function for the building time of visi-
bility diagrams is cubic has a theoretical explanation in the de-
termination of occlusions between reflectors. If the number of
reflectors is [V, while computing the visibility diagram of re-
flector 2, the occlusion between all the reflectors different from
1 must be considered, and this results in a quadratic function
of the number of reflectors, therefore, global visibility depends
on the cubic power of the number of reflectors. The same fitting
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Fig. 19. Building time of visibility diagrams in the case of variable-geometry
environments.

was repeated for fixed-geometry and convex-polygonal environ-
ments. The results turn out to be similar to Fig. 19, since the time
spent in evaluating the visibility depends only on the number of
reflectors and not on their configuration.

2) Beam Tree Building Time: The beam tree building time is
intended as the time spent by the algorithm in tracing a preas-
signed number of beams. In order to assess the impact of the pro-
posed approach on this specific parameter, in comparison with
a traditional beam-tracing approach, we stopped the algorithm
when 100, 1000, or 10000 beams were traced. As expected,
our approach turns out to outperform traditional beam tracing,
particularly when the number of traced beams is very large. As
the beam tree building time strongly depends on the source lo-
cation, we conducted many tests by placing the source at the
center of each one of the rooms of the modular environments.
The beam tree building time was then computed as the average
of the beam tree building times over all such simulations. The
results of this experiment are shown in Figs. 20 and 21, which
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Fig. 20. Beam tree building time for variable geometry for traditional beam
tracing (circles) and visibility-based beam tracing (squares) for 100 beams
(top), 1000 beams (center), and 10 000 beams (bottom). The proposed approach
greatly outperforms traditional beam tracing especially when the number of
traced beams is very large.
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Fig.21. Beam tree building time for fixed geometry for traditional beam tracing
(circles) and visibility-based beam tracing (squares) for 100 beams (top), 1000
beams (center), and 10 000 beams (bottom). The same conclusions as in Fig. 20
can be drawn.

confirm that the visibility-based tracing greatly outperforms tra-
ditional beam-tracing methods.

Notice that the traditional beam tracing exhibits an irregular
behavior in Fig. 20, for a limited number of walls, when 100
beams are traced. This anomaly is due to the irregular shape of
the environment. In fact, the average order of the beam tree that
is necessary for tracing 100 beams is higher for 80 reflectors
than it is for 160 reflectors.

Beam tracing greatly benefits from visibility diagrams par-
ticularly when reflectors are in heavily occluded configurations.
In this case, in fact, only a limited number of visibility regions
turn out to show up in each visibility diagram. When, on the
other hand, each reflector sees all the other reflectors, the ben-
efit from using visibility diagrams is reduced. Fig. 22 shows the
beam-tracing building time for 100, 1000, and 10 000 beams in
the case of a convex polygonal environment. In this case, as ex-
pected, all visibility regions are present in the various visibility
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Fig. 22. Beam tree building time in the case of convex polygonal geometry for
traditional beam tracing (circles) and visibility-based beam tracing (squares) for
100 beams (top), 1000 beams (center), and 10 000 beams (bottom).

diagrams with no overlaps; therefore, the advantages are here
severely reduced.

In [16], a similar test was conducted. The approach presented
in [16] is 3-D in nature. However, most of the environments
in which their tests are conducted (pp. 749-750) comply with
the 2.5-D assumption. For a comparable number of polygons,
the beam tree tracing time turns out to be always longer than
in our approach. As an example we can consider the “Room”
environment in [16] characterized by 20 polygons: there, the
computational time for tracing 1939 beams in approximately
180 ms. By Fig. 20, we can observe that for a variable-geometry
environment of 20 polygons, the tracing time for 1000 beams
is lower than 20 ms. When 30 000 beams are traced, the beam
tree construction process presented in [16] needs approximately
3 s to update the data structure. When we consider a 20-wall
variable-geometry environment, the time required to build the
10000 beams in our approach is lower than 0.3 s. The above
comparisons, however, are not exact, since the two algorithms
are tested on different workstations and an implementation of
[16] is not available.

Furthermore, in [16], we can observe that the computational
time turns out to grow more than linearly as the number of walls
increases.

3) Path Building Time: We also performed a set of experi-
ments to confirm that the time needed for finding paths starting
from a previously traced beam tree is unaffected by the choice
of method used for determining the beam tree. As the number
of paths depends on both source location and receiver location,
in order to assess the general behavior of the path tracing step,
we placed the source in the center of the modular environment
and conducted several simulations with the receiver placed in
each one of the rooms. This way, the average time obtained in
these tests would be quite independent of the specific receiver
location. We measured the path tracing time versus the number
of reflectors when 10000 beams are traced in a fixed-geometry
environment. The simulation results confirmed that the differ-
ences in the path tracing times are negligible.

V. EXAMPLE OF AURALIZATION SYSTEM

In the previous section, we provided an analysis of the com-
putational cost of the proposed solution and we showed that the
advantages are quite significant, particularly from the compu-
tational standpoint. In order to test the possibility of updating
the beam tree in real-time from the user’s standpoint, we de-
vised and developed a simple auralization experiment that en-
able the acoustic rendering of moving sources in environments
with complex floormaps. The experiment’s aim is not to produce
realistic results (neither diffraction nor diffusion are here ac-
counted for and some approximations are introduced), but only
to check the adequacy of the responsiveness of the source mo-
tion interaction.

The interested reader can find more complete accounts on the
state-of-the-art for auralization systems in [30], [31], and [24].
Our goal here is just a brief description of some critical stages
involved for the auralization process.

The first step in the definition of our auralization process is the
implementation of the head related transfer functions (HRTF).
As the HRTF varies continuously with the direction of arrival
(DOA) of the signal, each reflection should be separately fil-
tered. From the computational standpoint, this operation turns
out to be too demanding; therefore, we group together the DOAs
into angular intervals and generate a separate audio stream for
each interval. Each one of these angular intervals is attributed
a separate tapped delay line [a finite-impulse response (FIR)
filter] whose taps are computed considering all path lengths and
the relative attenuations.

The filter bank whose parameters are generated at the pre-
vious step constitutes the auralization algorithm, which gener-
ates all the directional streams coming from an anechoic (dry)
source. These streams are then mixed together to produce the
stereo (headphone) auralization based on the HRTF. In our im-
plementation, we used OpenAL [32] to mix 16 virtual “equiv-
alent sources” placed in a circle around the listener (to sim-
ulate 16 discretized DOASs). The listener’s head orientation is
accounted for only in this last step. In order to account for HRTF
in 3-D space, virtual equivalent sources should be placed in a
sphere rather than a circle. However, a correct sampling of a
sphere involves a huge number of points. As a consequence, re-
flections coming from floor and ceiling have been clamped to
the azimuth plane, while their delays remain unaltered. This is,
indeed, an approximation, which is, however, of less importance
for the goals of this experiment.

Given the acoustic paths, the only information we need for
computing the distribution of the reflections is their path length.
Let k be an index that identifies the acoustic path and Lj the
corresponding path length. Let f; be the sampling frequency
and c be the speed of sound. The time of arrival of the reflection
related to acoustic path k is

L.
ny = kas. ®)

If the walls of the environment all have the same reflection co-
efficient R, then the amplitude of the reflection associated to the
acoustic path k is

R

=L &)

ak
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Fig. 23. Auralization system. Given the location of source and receiver and the
geometric information of the environment, we can compute the acoustic paths
that link source and receiver. In order to complete the auralization algorithm, all
we need is the anechoic signal and the head orientation.

where j is the total number of reflections encountered by
acoustic path k. The times of arrival of the echoes and their
magnitude are computed for each acoustic path. The system
can also quite effortlessly accommodate environments with
different reflection coefficients for each wall. The resulting
auralization system is shown in Fig. 23.

We ran some experiments in order to test whether the pro-
posed technique is suitable for real-time tracing and auraliza-
tion on low-cost computers. That platform was a simple laptop
computer, which proved largely adequate for real-time opera-
tion with thousands of beams and paths, where both sources
and receiver were moving. Although the acoustic plausibility
of the results is limited by the modeling approximations (lack
of diffraction and diffusion and other simplification), the spatial
location of a moving source was correctly rendered, whether or
not the visual feedback was enabled.

One final note concerns the costs of this particular implemen-
tation of our approach. We need to distinguish between filtering
update costs (tracing costs) and auralization costs. Tracing costs
have been thoroughly described in Section IV-B and they apply
to this situation perfectly. As for the auralization costs, we need
to consider the cost of a tapped delay line and that of the 16
parallel convolutions that implement the direction-dependent
HRTFs. The HRTFs are implemented using the computational
power of the sound card; therefore, all that is left to compute
is the cost of the tapped delay line. Just to give an example, if
we consider an environment with high level of mutual occlu-
sion on 160 reflectors, and if we limit the iterations to a total of
10000 beams, the average number of echoes (taps) that need
be accounted for in the tapped delay line is about 225. The
corresponding computational time for filter update (tracing) is
5x 1074 s,

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel approach to beam tracing
that enables the on-the-fly construction of beam trees through
a direct lookup of precomputed visibility maps. The impact of
this solution to simulations of environmental acoustics, in fact,
turned out to be significant, as it enables a real-time auralization
in the presence of not just moving receivers but also moving
sources. The proposed technique proved its effectiveness par-
ticularly when the floormap exhibits a significant level of com-
plexity (numerous occlusions). The method proved suitable for
advanced gaming applications and, in general, for all those ap-
plications that entail immersive auralization.

We are currently working on two levels of generalization for
this approach. The first allows us to account for acoustic prop-
agation phenomena such as diffraction and diffusion, with the
goal of making the simulations more physically plausible. The
second level will make the method suitable for modeling prop-
agation in nonseparable 3-D environments.
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