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a b s t r a c t

Early detection and location of a boiler leak help reduce possible equipment damage and productivity
loss. In the present study, a four-element acoustic array and a set of hyperbolic equations were used to
locate a power plant boiler leak.

Maximum likelihood (ML) and phase transformation (PHAT) estimators were used to localize the leak
source. Error rate and root mean square error (RMSE) evaluation revealed the superiority of ML over
PHAT in the noisy and lowly reverberant boiler environment.

To avoid distant source assumption, a genetic algorithm (GA) modified by an adaptive Gaussian
mutation operator was used to search for the global hyperbolic optimum by probability calculations. The
GA slightly outperformed the quasi-Newton method and required more time to converge. However,
selecting a starting point near the true position is not simple in practice, and iterative process conver-
gence is not assured in the quasi-Newton method.

Time delay estimator errors greatly influence localization accuracy. The quaternary plane array
localization error was within the permitted range of 0.01 ms, whereas that of the stereo array was 0.1 ms.
Compared with the quaternary plane, the stereo array was more robust and accurate, but required more
time to converge.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Utility and industrial power plants are very important in today’s
electricity-dependent world. Boiler Tube Failures (BTF), which
causes approximately 60% of boiler outages, may be prevented by
early boiler tube leak detection during operation. Early detection
helps reduce secondary damage to pressure parts and the resulting
productivity loss caused by unscheduled boiler shutdowns. More
importantly, the safety of operators is ensured.

Acoustic leak detection is predominantly used in large
commercial boilers due to its many advantages, such as real-time
detection, remote monitoring capability, and high sensitivity [1,2].
The main technique in acoustic leak detection involves positioning
microphones at specific boiler areas to detect sound pressure
amplitude. The amplitude obtained from each microphone is then
compared with frequency domain data. These acoustic data can
further be refined for comparing with historical threshold data to
determine the probability of a leak. For instance, if a microphone
signals an alarm, the leakage source can be deduced within 10 m-
P. Wang).
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radius hemisphere. Therefore, the acoustic technique plays a major
role in identifying the heating surface, which is impossible to locate
in a specific tube-row [3e5]. A manpower search of a boiler aper-
ture even as small as 1e4 mm is very time consuming. Accurate
leak location is also a crucial issue in a manual search [6].

In the present study, we focused on the relationships among the
microphone sensor data using the time differences of arrival
(TDOA) strategy. A model of hyperbolic leak location is first estab-
lished in Section 2. In Section 3, the TDOA of the passive signals
received by the specifically positioned sensors are measured using
the maximum likelihood (ML) estimator. A genetic algorithm (GA)
modified by an adaptive Gaussian mutation operator is used to
search for the globally optimum parameters. In Section 4, highly
nonlinear hyperbolic equations are constructed from the TDOA
measurements. Section 5 discusses the effects of time delay esti-
mator errors on localization accuracy. Conclusions are drawn in
Section 6.

2. Model of leakage localization using a four-element array

A leakage localization method, which designs the acoustic array
for the TDOA source location, is critical. Linear sensor arrays can
locate a leak position only in two dimensions [7]. Plane and stereo
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Nomenclature

sij time difference of arrival
4 sound pressure attenuation coefficient
Np population size
pr probabilities of reproduction
Pc probability of crossover
Pm probability of mutation
R̂ssðnÞ cross-correlation function
hi(n) acoustical transfer function
W(u) frequency weighting function
ĜssðuÞ power spectrum function
g(u) modular square coherence function
SNR signal to noise ratio, dB
RT reverberation time, s
RMSE root mean square error

Subscripts
M microphone
s source
p population
r reproduction
c crossover
m mutation
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arrays can accurately pinpoint leak positions, but the stereo algo-
rithm is more complex [8]. A cross array can more accurately locate
a leak using five or more elements depending on the number of
sensors, but with increased computational costs. Circle [9], sphere,
and cylinder arrays show favorable measurement performances,
but their structures restrict them to furnace chamber applications.

Four-element plane and stereo arrays were adopted in the
present study to localize leakage. The distribution of sensors is
schematically illustrated in Fig. 1. The distribution can be modified
accordingly depending on the boiler situation.

The four-element microphone array geometry used for fixing
the leakage position is shown in Fig. 2 (Suppose Mic. 1 to be the
referencemicrophone.). The leakage source S is assumed to be at an
unknown position (x, y, z), whereas the sensors M1, M2, M3 and M4

are at known locations. sij stands for the TDOA between the signal
radiations from the source to Mi and Mj.

The leakage source is associated with the following hyperbolic
location equation:

kMi � Sk � ��Mj � S
�� ¼ csij (1)

We applied the four-element array in a 1025 t/h circulating fluidized
bed boiler in a domestic power plant. The boiler has the following
features: a ¼ 12 m and b ¼ 14.6 m. To provide an explicit solution to
the hyperbolic curves defined by the TDOA, far-field r[a;b, r
represents the range between source and array center, was assumed
and was subsequently utilized for linearization [10,11]. Carter [12]
derived an exact formula for sonar and radar source range and
bearing. Although the formula is valid for distant sources, the
condition r[a; b is not satisfied in theboiler, as illustratedby theSG-
1025/17.5-M723 typical boiler (depth ¼ 13.64 m, width ¼ 14.022 m,
sensor detection range ¼ w20 m). Therefore, far-field assumption
can have a significant influence on the position fixing. In the field of
cellularmobile communications, the Taylor seriesmethod [13] starts
with an initial estimate, which is improved at each step by deter-
mining the local linear least-squares solution. An initial estimate is
close to the local minima. Chan [14] proposed a two-step weighted
least-squares algorithm, wherein the first step solves the linear
equations, and the second utilizes the known relationship between
the introduced variable and the position. However, this algorithm is
restricted to the two-dimensional plane only. The Newton method,
which requires the specification of the Hessian matrix of second
derivatives for function optimization, is more commonly used in
similar studies. The convergence and performance characteristics of
the Newton method can be highly sensitive to the initial estimate of
the solution provided for the method.

3. Approximation of the ML estimator

To localize the source, the TDOA of the signal received by the two
sensors is firstly estimated. Background noise types in the boiler
furnace during operation include combustion, burner jet, cross-flow
tube rows, and soot blower noises, as well as other mechanical
noises. The frequencies mainly centralize within the 250e1000 Hz
band. The sound pressure level (SPL) roughly ranges from 110 to
120 dB [15]. Furthermore, given that the furnace is an enclosed
space, sound waves from the pressurized tubes are continuously
reflected and absorbed by the wall and tube rows surface simulta-
neously the sound waves then attenuate gradually. Therefore, the
signal received by the sensors is a reverberant signal. Considering
the existence of both reverberant and noise inferences in the boiler
furnace, the leak signals received by the two microphones are:

xiðnÞ ¼ 4isðn� sÞ þ hiðnÞ*sðnÞ þ niðnÞ
xjðnÞ ¼ 4jsðnÞ þ hjðnÞ*sðnÞ þ njðnÞ (2)

where s is the TDOA, 4i and 4j are signal attenuation, ni(n) and nj(n)
are the additive noises, and hiðnÞ*sðnÞ and hjðnÞ*sðnÞ are the
reverberations. If the cross-correlation R̂ssðnÞ or its Fourier trans-
form equivalent ĜssðuÞ (according to the WienereKhinchin
theorem) can be recovered, s can then be estimated as follows:

s ¼ arg maxsR̂sisjðnÞ (3)

In practice, ĜssðuÞ is replaced by Ĝxixj ðuÞ. Various frequencies
weighing functions are proposed to deal with the approximation:

R̂s1s2ðsÞ ¼
1
2p

Zp

�p

Ĝs1s2ðuÞejusduz
1
2p

Zp

�p

WðuÞĜx1x2ðuÞejusdu (4)

where W(u) is the frequency weighting function. In practice,
choosing the right weighting function is greatly significant. A
previous research [16] suggests that the normalized generalized
cross-correlation (GCC), i.e., the phase transformation (PHAT)
weighing function, deals better with reverberation, as shown in the
following equation:

WPHATðuÞ ¼ 1��Ĝxixj
ðuÞ��2 (5)

On the other hand, ML weight function can be defined as:

WMLðuÞ ¼
��gðuÞ��2

jĜxixj
ðuÞ���1� ��gðuÞ��2� (6)

In the above equation, jgðuÞj2 is the modular square coherence
function expressed as:

��gðuÞ��2 ¼
��Ĝxixj

ðuÞ��2
ĜxixiðuÞĜxjxjðuÞ

(7)

where Ĝxixi ðuÞ, Ĝxjxj ðuÞ, and Ĝxixj ðuÞ represent the noise auto-power
spectrum signal i and the cross-power spectrum signal j.



Fig. 1. Distribution of plane and stereo quaternary arrays within the furnace chamber.
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We conducted an experiment to evaluate the accuracy of the ML
and PHAT estimation methods at various signal-to-noise ratios
(SNRs) and low reverberation conditions. The two sensors are M11
(7.3, 6, 50.7) as well as M9 (�7.3, 6, 50.7) in Floor C, and the leak
source is at the front wall position (0, 6, 55) (Fig. 1). We simulated
the working fluid by air-jet noise instead of water vapor noise. As
illustrated in Fig. 3, the leak noise is a continuous broadband signal,
and the energy distributes to various frequency components. In
conditions of similar outlet pressure and backpressure, the SPL
increases with aperture enlargement. A weak frequency peak can
be observed between 11 and 16 kHz. The imaging method [17] was
used to produce reverberant signals, and the parameters are set to
sampling frequency Fs ¼ 102400 Hz, sampling frame length ¼ 512,
and overlap ¼ 50%.

Fig. 4 shows the normalized frequency (vertical axis), which
describes how well the true delay is estimated around the zone of
interest. The red dashed line at TDOA ¼ 0 ms is the true delay. The
leakage signal is under favorable noise and reverberation conditions
in the furnace, where SNR ¼ 10 dB and reverberation time
(RT) ¼ 0.2 s. Generally, both ML and PHAT algorithms perform well
and have small biases and variances. However, in the present study,
when the leakage signal level decreases (SNR ¼ �10 dB),
Fig. 2. Four-element array leak
PHAT performance rapidly deteriorates, and anomalies remarkably
appear. Therefore, theMLmethodmakesmore accurate estimations.

We calculated error percentage and root mean square error
(RMSE) in milliseconds. The RMSE of each estimator is considered
asmore appropriate than the estimator’s variance or bias alone. The
RMSE is defined by:

RMSE½ŝ� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
baisfŝg2þvarfŝg

q
(8)

where ŝ is the estimate of the true value s. The RMSE value is only
obtained from non-anomalous estimates.

After the error rate and RMSE evaluations, the ML estimator
was found to possess a distinct performance advantage over PHAT
under less favorable noise and low reverberation conditions
(Fig. 5).

For practicality, the GCC-based ML estimation was carried out
using the LabVIEW software and an NI PXI-6133 data acquisition
card under cold boiler conditions. The air-jet noise time domain
waveforms are illustrated in Fig. 6. As different leak sound pressure
received by four microphones descending: Mic.4 > Mic. 3 > Mic.
1 > Mic.2, caused by the leakage range.
age localization geometry.



Fig. 3. Time-frequency distribution of leak jet noise from a 1e4 mm aperture.
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The results of the time delay estimations are shown in Fig. 7. The
graphs showthat stableand sharppeaks canbeobtainedusing theML
estimator. The following data are obtained: s21¼ N1/Fs¼ 1.69922ms,
s31 ¼ N2/Fs ¼ 1.73828 ms, and s41 ¼ N3/Fs ¼ 3.0957 ms.
4. Optimization using adaptive Gaussian mutation

The hyperbolic leakage location optimization problem is defined
as finding the unique global optimum vector X*. Vector X* is asso-
ciated with the extremum of the hyperbolic location function
FðXÞ : U3Rn/R, which yields FðX*Þ ¼ min

x˛U
FðXÞ, where U is the

sensor detection space.
The theory of a standard genetic algorithm (SGA) based on the

genetic evolution of species was proposed by John H. Holland in
1975 [18]. SGA is a heuristic searching algorithm based on the
mechanics of natural selection and genetics. Its main characteristics
are stochasticity, adaptivity, implicit parallelism, and global opti-
mization by probability. However, studies on this theory revealed
that it requires large calculations, and has the characteristic of
slowly converging as the locally optimal solution becomes near.
Premature convergence is indeed often observed in GA literature
[19,20].

The procedures applied to optimize the hyperbolic location
function optimization as follow:

1) Decimal floating-point coding. Traditionally, binary representa-
tion has some drawbacks when applied to multidimensional,
high-precision numerical problems. Michalewicz posited that
floating-point representations outperform binary representa-
tions because they are more consistent and precise, as well as
can lead to faster execution [21]. Binary representation preci-
sion can be enhanced by introducing more bits, which
considerably slows down the algorithm. Therefore, in the
present study, each chromosome vector was coded as a vector
of floating-point numbers. A Gaussian perturbation was then
added to ensure that all possible alleles around the best chro-
mosome can be precisely searched. Premature convergence
and generating new chromosomes to break off the local
minima are hence avoided.

2) Randomly creating the initial population. We let the population
size Np be 100. The initial population of parent vectors X0 was
randomly selected from the individual detection range, and we
let the initial perturbation vector s be 0.3. The distribution of
initial trials was typically uniform.

3) Evaluating the fitness value of individuals. The ith chromosome
was assigned with a fitness value according to the fitness
function:

F ¼
XNp

f ðx; y; zÞ2 (9)
i
i¼1

i

4) Reproduction. Each chromosome was assigned a reproduction
probability pi. This probability make it’s the chromosome



Fig. 4. ML and PHAT estimator histograms at various SNR and RT ¼ 0.2 s conditions.

Fig. 5. ML and PHAT estimator error rate and RMSE comparison at various SNR and RT ¼ 0.2 conditions.
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selection likelihood proportional to its fitness relative to the
other chromosomes in the population. This can be illustrated as:

pr ¼ Fi
PNp

(10)
i¼1
Fi

5) Crossover. According to the assigned probabilities of repro-
duction pr, a new chromosome population was generated by
probabilistically selecting strings from the current pop-
ulation. With the probability of crossover Pc being 0.8,
a crossover operator was applied to two parent chromo-
somes, resulting in the creation of two offspring chromo-
somes. This was done by selecting a uniform distribution
random position integer jc [1,2]. The section that appears
after the position jc (in the first string) was spliced with the
section appearing before the selected position jc (in the
second string), and vice versa.



Fig. 6. Time domain waveforms of receivers.

Fig. 7. Time delay ML estimations.
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6) Mutation. The mutation operator plays a significant role in
zooming in on solutions closer to the global optimum, and in
zooming out from the local optimum in a heuristic search. The
mutation alleles are roughly the same as the genes by a higher
probability, and are different by a certain probability. The bit
mutation operator universally accepted in the SGA is clearly not
suitable for decimal floating-point representations. Therefore,
we proposed that each solution vector comprise not only the
trial vector X, but also a perturbation vector s ¼ ½sx; sy;sz�T ,
which provides instructions on how to mutate x, and is itself
subject to mutation. The mutation was applied to the parent
vector, with the probability of mutation Pm being 0.3. The
offspring solution vector ðX0;s0Þ could be described as:

s0i ¼ siexp½aNð0;1Þ þ bNið0;1Þ� (11)



Fig. 8. Evolution curve of the best chromosomes in the population.
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X0
i ¼ Xi þ N

�
0; s0i

�
(12)
where N(0, 1) represents a single standard Gaussian random vari-
able and i ¼ 1, 2, ., n. Ni(0, 1) represents the ith independent and
identically distributed standard Gaussian, and a and b refer to the
operator set parameters defining the global and individual step
sizes, respectively.

7) Evolution. The process was halted when a suitable solution was
found, or if the available computing time expired. Otherwise,
the process proceeded to step (3) above, wherein the new
chromosomes were sorted and the cycle was repeated.
5. Effects of time delay estimator errors on the accuracy of
the quaternary array localization

For optimizing the plane array localization equations (assuming
there is no time delay estimator error), the population needs 22
evolutions, and the optimum fitness value of 0 is robust and
accurate. However, when the time delay estimator error is 0.1 ms,
the population needs 37 evolutions, and the optimum fitness value
is 0.045. When the time delay estimator error is 1 ms, the GA
actually performs worse because the population needs 46 evolu-
tions and the optimum fitness value is 14.507.

The stereo array posed a distinct performance advantage over its
plane counterpart. Assuming there is no time delay estimator error,
the population needs 23 evolutions, and the optimum fitness value
is 0. When the time delay estimator error is 0.1 ms, the population
needs 31 evolutions and the optimum fitness value is 0.0279. When
the time delay estimator error is 1 ms, the GA still performs reliably
because it does not suffer from a big bias. The population needs 61
evolutions and the optimum fitness value is 3.4849. The results are
illustrated in Fig. 8.

We let there heater tube leakage source coordinates be 5, 3, and
10. As illustrated by s41, the time delay estimator error varies
from �1 to 1 ms, or from �0.1 to 0.1 ms. The GA improved by the
adaptive Gaussian mutation operator was used to provide an
explicit solution. The coordinate errors of the plane and stereo
quaternary array locations are shown in Fig. 9.

As shown in Fig. 9, the coordinate errors are very large in the
time delay error varying from�1 to 1 ms, such that the plane array
fails to localize the position. In contrast, the range of X, Y, Z error in
the stereo array is �0.113e0.358, �0.504e0.789, �0.741e1.22 m,
respectively. In �0.1e0.1 ms time delay error scenario, the coordi-
nates are linearized and the error is reduced to 0.79 m in the plane
array, whereas the localization error in the stereo array
is �0.019e0.021, 0.059e0.061, �0.088e0.092 m.



Fig. 9. Comparing the plane to stereo array error curves of the hyperbolic location optimization.
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6. Conclusions

Using the quaternary acoustic array for receiving the signal of
the boiler tube leakage, the TDOA is obtained using a GCC-based
ML estimator. The GA was employed to give an iterative solution
based on the set of hyperbolic equations constructed from
the TDOA information. The accurate leak position is then
located. The following conclusions are derived based on the
experiments:

1) The four-element array is suitable for application in a furnace
chamber.

2) Based on error rate and RMSE evaluations, the ML estimator is
distinctly advantageous over PHAT under noise and favorable
reverberation conditions. Stable and sharp peaks can be
obtained using the GCC-based ML estimator.

3) The adaptive Gaussian mutation operator used in the GA
(encoded as a floating-point) can be used to search for the
global optimum parameters by probability calculations.
Initial guesses and distant source assumptions are hence
avoided.

4) Time delay estimator errors greatly affect the accuracy of
localization. The stereo array can fix the leak position in the
time delay estimator error permitted range of 0.1 ms, whereas
that for the plane array is 0.01 ms. Compared with plane array,
the stereo array is more robust and accurate but requires more
time to converge.
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